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BBenenue

JlanHOe mOCcOOHME TpeaHa3HA4YeHO MJIsi CTYJEHTOB 2-TO Kypca
HanpasieHus nmoarotoBku «llpuknannas nadopmaruka». [aBHOW HEIbIO
Oo0y4eHHsT WHOCTPAaHHBIM sI3bIKaM — (OPMHUpPOBAHHME WHOS3BIYHOM
KOMMYHHUKAaTUBHOM KOMIIETEHIIMM OyayIlIero CHerualncTa, MO3BOJISIONIeH
WCIOJNb30BATh AHTIMHCKHNA S3BIK KaK CPEACTBO TPO(PECCHOHATBHOTO |
MEXJIMYHOCTHOTO OOIIEHHS. AKTyallbHOCTh IIOCOOMSI OIpENessieTcss ero
HaIpaBJICHHOCTbIO HA peau3aluio 3aJad Oyayuiedl npodeccnoHanibHOM
JeSITEIbHOCTH.

Henpto mocoOus sBISETCS OOOTaIleHUE CIOBApHOTO 3amaca
CTYJEHTOB IO IpeiaraéMoil TeMaTHKe, pa3BUTHE JIEKCUYECKIX HaBBIKOB B
o0nacTi cHenuanbHONM TEPMHUHOJIOTHUH, COBEPIICHCTBOBAHHWE HABBIKOB
MUCHbMEHHOW W YCTHON MOHOJIOTMYECKOW/IMAIOTUUECKOW peuH, pa3BUTHE
YMEHUI NMOHMMATh COZEpkKaHHE MPOUYUTAHHOTO, (POPMHUPOBAHUE HABHIKOB
nepeBojja U peQepupoBaHUS TEKCTOB, HMEIOUIUX MPO(ecCHOHATBHYIO
3gayuMOocCTh 11 UT cnenuainucTos.

ITocobue CcOCTOMT W3 BOCBMH OCHOBHBIX dacTei (UNItS) u
npuaoxeHuii  (appendixes), OXBaTHIBAIOIIMX OCHOBHBIC HAIMPaBIICHHS
JAHHOW CHEIUAIbHOCTH. XapakTep TEKCTOBOIO MarepHajia H  €ro
pacrnojoxkeHue He OO0s3bIBa€T CTPOTrOMY CIEAOBAHUIO MPEIOKECHHOMY
nopsanky. B mocobue  mpencTaBieHbl  aKkTyallbHble — MPO(UIBHO-
OpUEHTHPOBAaHHBIE  TEKCThl,  oOOiajaromue  UHPOPMAIMOHHOM U
MO3HABATEIbHON LIEHHOCTHIO. TEKCTOBBIM Marepuang CONMPOBOXKIAIOTCS
KOMIUIEKCOM JIEKCMUECKUX YNPHKHEHWM Ha OTPabOTKYy U 3aKperuieHue
aKTUBHOM JIEKCHKH, a Takke KOMMYHHKATHBHbIC ymnpaxHeHus. Hopas
JIEKCUKa 3aKpeIUIsieTcs B pa3HOOOpa3HbIX YIPAKHEHUIX: JaTh aHTJIMHCKUE U
PYCCKHE SKBUBAJICHTBI, COTJIACUTHCS WUJIM HE COTJIACUTHCS C YTBEPKIACHHUEM,
OTBETUTH Ha BOIIPOCHI 110 TEKCTY, MOA0OPAaTh CHHOHUMBI U aHTOHUMBI K JIaH-
HbIM  CJIOBaM, COIIOCTaBUTb CJIOBO C  OIPEICIICEHUEM, 3aKOHYMTH
IIPEVIOKEHHUE, TIEPEBECTU NPEATIOKEHUE C PYCCKOTO SI3bIKa HA aHTJIMICKUI.
3ajgauell KOMMYHMKATHUBHBIX YHPA)KHEHUW SIBISETCS Pa3BUTHE HAaBBIKOB
TOBOPEHUS M YyMEHHMA BecTH Oecely Ha aHITIMICKOM s3bIKE Ha
npodeccuoHambHBIE  TeMbl. B 3amady  mpemojaBaTtenss  BXOJAUT
CTUMYJMPOBAaHUE  BBICKA3bIBAHUM  CTYJEHTOB  IIyT€EM  CO3JaHMs
COOTBETCTBYIOIIMX CUTYallWil, OpraHu3aluil JUCKYCCH M 0OCYXJIeHHH Ha
OCHOBE COJIEP’KAHUS TEKCTOB U KIIIOYEBBIX IOHSTUH.
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Unit 1. History of computers
Reading

Before you read

. What do you know about computers?
. What are the reasons for using computers?

Text A. History of computers

Let us take a look at the history of computers that we know today. The
very first calculating device used was the ten fingers of a man’s hands. This,
in fact, is why today we still count in tens and multiples of tens. Then the
abacus was invented, a bead frame in which beads are moved from left to
right. People went on using abacus till the 16" century and they sometimes
use it now because it can be understood without knowing how to read.

During the 17" and 18™ centuries many people tried to find easy ways
of calculating. J. Napier, a Scotsman, devised a mechanical way of
multiplying and dividing, which is how the modern slide rule works. Henry
Briggs used Napier’s ideas to produce logarithm tables which all
mathematicians use today. Calculus, another branch of mathematics, was
independently invented by both Sir Isaac Newton, an Englishman, and
Leibniz, a German mathematician.

The first real calculating machine appeared in 1820 as the result of
several people’s experiments. This type of machine, which saves a great deal
of time and reduces the possibility of making mistakes, depends on a series
of ten-toothed gear wheels. In 1830 Charles Babbage, an Englishman,
designed a machine that was called “The Analytical Engine”. This machine,
which Babbage showed at the Paris Exhibition in 1855, was an attempt to cut
out the human being altogether, except for providing the machine with the
necessary facts about the problem to be solved. He never finished his work,
but many of his ideas were the basis for building today’s computers.

In 1930, the first analog computer was built by an American named
Vannevar Bush. This device was used in World War II to help aim guns. Mark
I, the name given to the first digital computer, was completed in 1944. The
men responsible for this invention were Professor Howard Aiken and some
people from IBM. This was the first machine that could figure out long lists
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of mathematical problems, all at a very fast rate. In 1946 two engineers at the
University of Pennsylvania, J. Eckert and J. Mauchly, built the first digital
computer using parts called vacuum tubes. They named their invention
ENIAC. Another important advancement in computers came in 1947, when
John von Newman developed the idea of keeping instructions for the
computer inside the computer’s memory.

The first-generation computers, which used vacuum tubes, came out
in 1950. Univac I is an example of these computers which could perform
thousands of calculations per second. In 1960 the second generation of
computers was developed and these could perform work ten times faster than
their predecessors. The reason of this extra speed was the use of transistors
instead of vacuum tubes. The second generation computers were smaller,
faster and more dependable than first generation computers. The third-
generation computers appeared on the market in 1965. These computers
could do a million calculations a second, which is 1000 times as many as the
first-generation computers. Unlike the second generation computers, these
are controlled by tiny integrated circuits and are consequently smaller and
more dependable.

In the fourth-generation computers integrated circuits have been
greatly reduced in size. This is due to microminiaturization, which means that
the circuits are much smaller than before; as many as 1000 tiny circuits now
fit onto a single chip. A chip is a square or rectangular piece of silicon, usually
from 1/10 to A inch, upon which several layers of an integrated circuit are
etched or imprinted, after which the circuit is encapsulated in plastic, ceramic
or metal. The fourth-generation computers are 50 times faster than third
generation computers and can complete approximately 1,000,000
instructions per second.

At the rate computer technology is growing, today’s computers might
be obsolete tomorrow. It has been said that if transport technology had
developed as rapidly as computer technology, a trip across the Atlantic Ocean
today would take a few seconds.

Vocabulary
English | Russian




multiple
abacus
bead

to devise
to invent -

calculus

to depend on

to figure out
advancement
dependable
rectangular
silicon

to etch

to encapsulate
obsolete
calculating device
to multiply

to divide

digital computer
extra speed

to perform

to complete
integrated circuits
to be controlled
to reduce in size
consequently
approximately
predecessor

slide-rule (sliding-rule)

to save a great deal of time

KpaTHOE 4YMCII0

CUETBI

HIapUK, KOCTH (Ha CYETaX)
pUIYMBIBaTh, N300peTaTh
n300perarh

cueTHas JgorapupmMuuecKas
JIMHENKa

UCUHCIICHHE

SKOHOMHUTbH MHOTO BPEMEHU
3aBUCETh OT

BBIUUCIISATE, TOHUMATh
ycnex, Nporpecc, T0CTHKEHNE
HaJIe)KHBIN
IPSAMOYTOJIBHBIN

KPEMHHM, CUJIMKOH, CUJIOKCaH
TpaBUTh, TPAaBUPOBATH
MHKAICyIMpOBaTh
ycTapeblil

CYETHOE YCTPOMCTBO
YMHOaTb

JIeTTUTh

U(PPOBON KOMIIBIOTEP
JIONIOJHUTENbHAsL CKOPOCTb
BBINOJIHATh

3aBeplIaTh, BHIIOIHSITH
UHTETPAJIbHBIE CXEMBI
KOHTPOJINPOBAThCS
YMEHBIIATh B pa3mepe
CJIeZIOBaTEIbHO
OpUOIU3UTENHHO
IIPEIIECTBEHHUK

Task 1. Read and translate the text.

Task 2. Give the Russian equivalents for the following words and word

combinations:

1) to count in tens and multiples of tens; 2) without knowing how to
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read; 3) calculus; 4) to save a great deal of time; 5) to cut out the human being
altogether; 6) advancement; 7) to perform thousands of calculations per
second; 8) extra speed; 9) tiny integrated circuits; 10) approximately.

Task 3. Give the English equivalents for the following words and word
combinations:

1) wm3oOperarb cyeTbl; 2) TPOAODKATh HCIONB30BaTh;, 3)
MEXaHUYECKUH cIT0cO0 YMHOXKEHHUS U JIeeHUs]; 4) yMEHbIIaTh BEPOATHOCTh
OmMOOK; 5) BBIYUCIATH JUIMHHBIE CIUCKH MaTeMaTH4eCcKHX 3anaad; 6)
XPaHUTh MHCTPYKIUH I KOMITBIOTEPA BHYTPH KOMITBIOTEPHOM TaMsITH; 7)
MpEeNIIeCTBEHHUK; &) Oojee HaAeXKHBIM;, 9) NpAMOYroabHBIA KycCOYeK
kpemHus; 10) ycrapemnslid.

Task 4. Agree or disagree with the statements using phrases of
agreement and disagreement. If you disagree, give the correct variant.

1. People still use abacus and fingers for calculating today.

2. The slide rule was invented in 15" century.

3. During the early 1880s many people worked on inventing a
mechanical calculating machine.

4. Charles Babbage, an Englishman could well be called the father of
computers.

5. The first computer was built in the USA.

6. Instructions used by computer have always been kept inside the
computer’s memory.

7. Using transistors instead of vacuum tubes did nothing to increase the
speed at which calculations were done.

8. As computers evolved, their size decreased and their dependability
increased.

9. Today’s computers have more circuits than previous computers.

10. Computer technology has developed to a point from which new
development in the field will take a long time to come.

Task 5. Answer the questions to the text.

1. Why do we still count in tens and multiples of tens?
. Is the abacus still being used? Why?
. What is a mechanical way of multiplying and dividing?
. How did the first real calculating machine work?
. What machine was an attempt to cut out human being?
. For what purpose was the first analog computer built?
. When was the first digital computer built?

NN B WN
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8. What was an important advancement in computers in 1947?

9. What are the distinguishing features of four generations of
computers?

10. What is a chip?

11. Can today’s computers be obsolete tomorrow?

Task 6. Refer back to the text and find

Synonyms for the following words:

1. Machine

2. Designed

3.alot

4. Errors

5. Solve

Antonyms for the following words:

1. Old

2. A few

3. To include

4. Contemporaries

5. Still in use

Task 7. Match the following words in column A with the statements in
column B.

A B

1. abacus a. instrument used for doing
multiplication and division

2. chip b. used in mathematics

3. vacuum tubes c. used to help aim guns

4. calculus d. used in the first digital computers

5. analog computer €. an instrument used for counting

6. digital computer f. circuitry of fourth generation
comniuters

7. transistors g. invented by an American in 1944

8. microminiaturization h. a branch of mathematics




0. slide rule i. made computers smaller and
faster

10. logarithm tables j. the reduction of circuitry onto a
chip

Task 8. Translate the sentences into English.

1. Cerogns MBI BC€ emé cumTaeM JAECATKaMHU W YHCIaMH KpPaTHBIMH
TECATH.

2. CueramMu OuY€Hb JIETKO MOJB30BATHCS, IUISL ATOTO JaXKe HE HYKHO
YMETh YUTaTh.

3. Jlorapudmudeckre TabIUIIBI UCIIOIB3YIOTCS BCEMU MaTEMaTHKaAMHU.

4. TlepBast HacTOSIIAs BBIYMCIUTENbHAS MallMHA AKOHOMHIIA MHOTO
BPEMEHHU M YMEHBIIIAJIa BEPOSTHOCTh OLTHOKH.

5. Hapaw3 ba60umx n300pen « AHATUTHYECKUI aBUTrarenby B 1820

6. IlepBpIil aHAJOrOBBIM KOMIIBIOTEDP MCHOIB30BAJICA BO Bropoi
MupoBoii BoitHe 1151 HaBeAeHUS OPYKUS.

7. IepBoIii 1TM(POBOI KOMITBIOTEP MOT BBIUUCIATH JUTMHHBIE CIUCKU
MaTeMaTHYeCKHX 3a]a4 Ha O4eHb OOJIBIION CKOPOCTH.

8. Hcmonp30BaHne TPAaH3MCTOPOB BMECTO BaKyyMHBIX JIaMIT OBIJIO
NPUYUHON JTOTIOTHUTENIFHON CKOPOCTH KOMITBIOTEPOB BTOPOTO MTOKOJICHUSI.

9. Komnbrorepsl TPETHETO MOKOJICHUS KOHTPOJIUPOBAJIUCH
KPOIIEYHBIMU MHTETPATBHBIMHI CXEMaMHU

10. Onu ObUTH MeHbIIE U 00JIee HAZEKHBI, YeM UX IPE/IIICCTBEHHUKH.

11. B xommbloTepax YeTBEPTOrO MOKOJIEHUS HHTETPAIbHBIC CXEMBI
OBLTN CHJIBHO YMCHBIICHBI B pa3Mepe.

12. KoMnproTepHbIE TEXHOJIOTHHM Pa3BHBAIOTCA OUYCHb OBICTPO, H
CETO/IHSAIIIHIE KOMITBIOTEPBI MOTYT CTaTh YCTApPEBIINMH yKE 3aBTpa.

Task 9. Complete the sentences.

1.Today we still count in tens and multiples of tens because...

2.The slide rule was invented in ...

3.The first real calculating machine could.

4.... was an attempt to cut out the human being altogether.

5.... was used in World War II to help aim guns.

6.The first digital computer was called.

7.The first generation computers appeared in .

8.In the second generation of computers . were used.

9.Integrated circuits have been greatly reduced in size in .

10.A chip is a square or rectangular...

10



Task 10. Give the summary of the text.

Text B. What is a computer?

A computer is a machine with an intricate network of electronic circuits
that operate switches or magnetize tiny metal cores. The switches, like the
cores, are capable of being in one of two possible states, that is, on or off;
magnetized.

The machine is capable of storing and manipulating numbers,
letters and characters.

The basic idea of a computer is that we can make the machine do what
we want by inputting signals that turn certain switches on and turn others off,
or that magnetize or do not magnetize the cores.

The basic job of computers is the processing of information. For
this reason, computers can be defined as devices which accept information
in the form of instructions called a program and characters called data
performing mathematical and logical operations on the information, and then
supply results of these operations.

The program or a part of it, which tells the computers what to do and the
data, which provide the information needed to solve the problem, are kept
inside the computer in a place called memory.

Computers are thought to have many remarkable powers. Most
computers, whether large or small have three basic capabilities.

First, computers have circuits for performing arithmetical
operations, such as: addition, subtraction, division, multiplication and
exponentiation. Second, computers have means of communicating with the
user. If we couldn’t feed information in and get results back these machines
wouldn’t be of much use.

However, certain computers (commonly minicomputers and
microcomputers) are used to control directly things such as robots, aircraft
navigation systems, medical instruments, etc. Some of the most common
methods of inputting information are to use terminals, diskettes, disks and
magnetic tapes.

The computer’s input device (which might be a disk drive
depending on the medium used in inputting information) reads the
information into the computer. For outputting information, two common
devices are used a printer which prints the new information on paper, or a
cathode-raytube (CRT) display screen which shows the results on a TV-like
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a screen. Third, computers have circuits which can make decisions. The kinds
of decisions which computer circuits can make are not of the type: ‘Who
would win a war between two countries?’ or ‘Who is the richest person in the
world?’ Unfortunately, the computer can only decide three things, namely:’
Is one number use more often than another? Are two numbers equal?’ and,
‘Is one number greater than another?’

A computer can solve a series of problems and make hundreds
even thousands of logical operations without becoming tired or bored. It
can find the solution to a problem in a fraction that it takes a human being
to do the job. A computer can replace people in dull routine, but it has
no originality, it works according to the instructions given to it and
cannot exercise value judgements.

There are times when a computer seems to operate like a
mechanical «brainy, but its achievement is limited by the minds of human
beings. A computer cannot do anything unless a person tells it what to do and
gives the appropriate information, but because of electric pulses can move at
the speed of light, a computer can carry out vast numbers of arithmetical
logical operations almost instantaneously.

A person can do the same, but in many cases that person would be deal
long before the job was finished.

Vocabulary
English Russian

tiny KPOIIEYHBII
intricate CITOYKHBIN
capability CIIOCOOHOCTh MOITHOCTB,
addition CII0KeHHE, 100aBIIEHHE
subtraction BbIYHNTAHHE
division JICJICHUE
multiplication YMHOCHHE
core AP0, CEPIICUHHK, CTEPIKEHb
to manipulate MaHUMYJIHPOBATh, YIPABJIATH
to magnetize HaMarHM4uBaTh
to perform BBITIOTTHSATH
to supply CHa0aTh, IPEJTOCTABUTh
to feed [IUTATh, HOATh
to be capable of OBITH CHOCOOHBIM K
memory aMSITh
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to solve the problem pemark npoodiiemMmy

circuit cxeMma, Iemb

input device YCTPOMCTBO BBOJIA

output device YCTPOMCTBO BHIBOJIA

arithmetical logical operations apu(pMETHUYCCKHE JIOTUYCCKHE
orepauuu

Task 1. Read and translate the text.

Task 2. Translate these into English: mnepexmrouarens,
MO/I0OOHBIN METAJUIMYECKOMY CEpACUHHUKY; OyKBbI M 3HAKU (CHUMBOJIBI);
HaMarHW4YuBaThb METAJUIMUECKUH cepAeyHHK; o00paboTka uH}oOpManuu;
BBIIIOJHATE MCTAJNIMYCCKHUE W JIOTMYCCKHUE OIICpalrr, OAHHBIC, CPCACTBA
CBsA3U C IIOJB30BATCIEM, CXEMa, MeXaHU4YECKUHI MO3r; HCIIOCPECIACTBECHHO
YIPaBJIATh; CKOPOCTh CBETA; MOAXOIAIIHIMA.

Task 3. Translate these into your own language: for outputting
information; to carry out; an intricate network; the processing of
information; tiny metal cores; to replace; by inputting signals; to define; to
provide; appropriate.

Task 4. Fill in the necessary words:

1. A computer is a ..... with an intricate network of electronic circuits.

2. The machine is ..... of storing and manipulating numbers,
letters and characters.

3. The basic job of a computer is the ..... of information.

4. Most computers have three basic ..... .

5. Computers have ..... for performing arithmetical operations.

6. Certain computers are used ..... directly things such as
robots, medical instruments, etc.

7. For outputting information two common ..... are used.

8. A computer can ..... people in dull routine.

9. The computer’s input device ... the information into the computer.

10. It can ... the solution to a problem in a fraction that it takes a
human being to do the job.

Task 5. Fill in the gaps the prepositions:

1. A computer is a device ..... an intricate network.

2. The switches are capable of being ..... one or two states.

3. We can make the machine do what we want ..... inputting signals.
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4. Computers accept information ..... the form of instructions called a
program.

5. Computers have circuits ..... performing operations.

6. Computers have means of communicating ..... the user.

7. Input device may be a disk drive depending ..... the medium
used ..... inputting information.

8. Computers can solve a series of problems ..... becoming tired
or bored.

9. The machine is capable ...storing and manipulating numbers,
letters and characters.

10. It works ... to the instructions given to it

Task 6. Match the names on the left with the definitions on the right:

a) a kind of sophisticated typewriter using a
computer

b) a machine which records and plays back
sound

¢) a machine which records and plays back
pictures

d) a camera which records moving pictures and
sound

e) a machine for chopping up, slicing,

1. video recorder
2. photocopier
3. fax machine

4. tape recorder

5. modem mashing, blending, etc.
6. camcorder ) a machine which makes copies of documents
g) a machine which makes copies of documents
7. robot and sends
them down telephone lines to another place
8. word-processor h) a machine which acts like a person

i) a piece of equipment allowing you to

send information from

one computer down telephone lines to another
computer

j) a system or process that stores what we learn
for future use.

9. food-processor

10. memory

Task 7. Give the appropriate definitions of the following terms:

computer, memory, output device, input device, data.
14



Task 8. Arrange the items of the plan in a logical order according to
the text:

1. A computer can solve a series of problems and make hundreds even
thousands of logical operations.

2. The basic job of computers is the processing of information.

3. A computer is a machine with an intricate network of
electronic circuits.

4. Computers have circuits for performing arithmetic operations.

5. The machine is capable of storing and manipulating numbers,
letters and characters.

6. Some of the most common methods of inputting information are
to use terminals.

7. For outputting information only two common devices are used.

Task 9. Answer the following questions:

1. What is a computer?

2. What is it capable to do?

3. The basic job of a computer is the processing of information, isn’t
it?

4. How do we call a program, which tells the computer what to do?

5. Computers have many remarkable powers, don’t they?

6. What can computer solve?

7. Can computers do anything without a person?

8.What are the computer's achievements limited by?

9. What are the ways of inputting information into the computer?

10. What devices are used for outputting information?

Task 10. Fill in the necessary words:

Output devices Software CPU main memory ports Peripherals
RAM Input devices computer Hardware ROM Storage devices
modem

Parts of a Computer
A ... s an electronic machine that accepts, processes, stores and outputs
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information. A typical computer consists of two parts: hardware and software.
: is any electronic or mechanical part of the computer system that

you can see or touch.

... 1s a set of instructions called a program, which tells a computer what
to do.

There are three basic hardware sections.

1. The ... is the heart of the computer, a microprocessor chip which
processes data and coordinates the activities of all the other units. In a way,
it is the “brain” of the computer.

2. The ... holds the instructions and data which are being processed by
the CPU. It has two main sections... (random access memory) and ...(read
only memory).

3. ... are the physical units attached to the computer. These can include
input devices, output devices, storage devices and communications devices.

. , which let us enter data and commands (e.g. keyboards, mouses,
scanners, barcode readers, microphones, webcams (small digital video
cameras used on the Web).

..., which let us extract the results (e.g. monitors, printers, plotters,
loudspeakers, headphones).

..., which are used to store information permanently (e.g. hard disks
and DVD-RW drives, earlier there were floppy disks). Disk drives are used
to read and write data on disks.

A common communications device is a ... (a modula- tor/demodulator
used for converting digital signals to analogue signals and vice versa to allow
a computer to be connected to the ordinary telephone system).

At the back of a computer there are... into which we can plug external
devices (e.g. a scanner, a modem, etc.) They allow communication between
the computer and the devices. Modern desktop PCs have USB ports and
memory card readers on the front panel.

Task 11.1. Label this diagram with the correct terms.
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Task 11.2. Write the names under the correct pictures:

Write the names under the correct pictures:

2 () &

E-MAIL
HARD DISK
MICROPHONE
LAPTOP
MUSIC MIXER
[
PRINTER
MOUSE
MONITOR
CDBURN
SMARTCARD
WIFI
MOTHERBOARD
HEADPHONES
SCANNER
SPEAKERS
PDA
MODEM
m SAVE AS
NETWORK
BUG
PEN DRIVE

Task 12. Give a short summary of the text.

Text C. The Information Age

Information technology is playing an increasingly important role in the
work and personal lives of citizens.

We are now living in what some people call the information age or
digital age, meaning that computers have become an essential part of our
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lives. Young people who have grown up with PCs and mobile phones are
often called the digital generation. Computers, communications, digital
information, software - the constituents of the information age - are
everywhere.

Computers help students to perform mathematical operations and
improve their maths skills. They are used to access the Internet, to do basic
research and to communicate with other students around the world. Teachers
use projectors and interactive whiteboards to give presentations and teach
sciences, history or language courses. PCs are also used for administrative
purposes - schools use word processors to write letters, and databases to keep
records of students and teachers. A school website allows teachers to publish
exercises for students to complete online. Students can also enrol for courses
via the website and parents can download official reports.

Mobiles let you make voice calls, send texts, email people and
download logos, ringtones or games. With a built-in camera you can send
pictures and make video calls in face to face mode. New smartphones
combine a telephone with web access, video, a games console, an MP3
player, a personal digital assistant (PDA) and a GPS navigation system,
all in one.

In banks, computers store information about the money held by each
customer and enable staff to access large databases and to carry out
financial transactions at high speed. They also control the cashpoints, or
ATMs (automatic teller machines), which dispense money to customers by
the use of a PIN-protected card. People use a Chip and PIN card to pay for
goods and ser vices. Instead of using a signature to verify payments,
customers are asked to enter a four-digit personal identification number
(PIN), the same number used at cashpoints; this system makes transactions
more secure. With online banking, clients can easily pay bills and transfer
money from the comfort of their homes.

Airline pilots use computers to help them control the plane. For
example, monitors display data about fuel consumption and weather
conditions. In airport control towers, computers are used to manage radar
systems and regulate air traffic. On the ground, airlines are connected to
travel agencies by computer. Travel agents use computers to find out about
the availability of flights, prices, times, stopovers and many other details.

Task 1. Look up in the dictionary how to pronounce and to translate the
following words in bold. Write them down in the dictionary.
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Task 2. Find English equivalents of Russian word combinations in the
text: HeoTheMJIEMAasA4acTh HAIICHKU3HH, COCTAaBJISIONINE
MH()OPMAITMOHHOTOBEKA,3arPy3UTh  OPUIIMAIBHBIE OTYEThI, IPOBOAUTH
(dyHIaMEHTAJIBHBIE WCCIICOBAHUS, 3arpyXarh JIOTOTHIIBI, BMECTO TOTO
9TOOBI MCIOJB30BATh MOJIKCH, OOIIATHCS CO CTYJACHTAMH 10 BCEMY MUY,
COBEpIIATh TOJOCOBBIC 3BOHKH, MHTCPAKTHUBHBIC JTOCKH, WCIIOIH30BATH B
aJIMHHHUCTPATUBHBIX IICJIAX, BBHITIONHITh YINPKHECHUS OHJIAWH, YIPaBISTH
PaJMOJIOKAITMOHHBIMU  CHCTEMaMH, PEXUM JIMYHOH Oecelpl, HUTrpoBas
MPUCTaBKa, BBIIABATh JCHBIH, JAHHBIE O PACXO/E TOIIMBA WM ITOTOTHBIX
YCIIOBHSIX.

Task 3. Answer the questions.

. How can you describe Information Age?

. What are the key features of modern smartphones?

. How are computers used by the students and teachers?

. What is the role of computers in banks?

. What does make payment system more secure?

. How do computers help travel agents and airline pilots?
. What is the role of computers in our society?

. Give examples of using computers in everyday life.
Task 4. Complete text with the following words:

01N NIk W~

financial Internet electronic print design microchips

Computers in Everyday Life

Computers have changed the way we do everyday things, such as
working, shopping and looking for information. We (1) ... houses with the
help of PCs; we buy books or make flight reservations on the (2) ... ; we use
gadgets that spring to life the instant they are switched on, for example the
mobile phone, the music player, or the car ignition, all of which use (3) ... .
Many people now work at home, and they communicate with their office by
computer and telephone. This is called ’teleworking”.

With the appropriate hardware and software, a PC can do almost
anything you ask. It’s a magical typewriter that allows you to type and (4) ...
any sort of document. It’s a calculating machine that makes (5) ...
calculations. It’s a filing cabinet that manages a large collections of data. It’s
a personal communicator that lets you interact with friends. It’s a small lab
that helps you edit photos and movies. And if you like (6) ... entertainment,
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you can also use it to relax with games.

Task 5. Look at the mind: Computers can. Think and give your ideas.

'\

COMPUTERS CAN
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Task 6. Choose the correct answer:

1. Computer is a ... for processing information.

a) device b) car ¢) board

2. Without ... instructions hardware doesn't know what to do.

a) hardware b) software c) printer

3. The basic job of the computer is the ... of information.

a) drawing b) processing ¢) translating

4. With ... you can type instructions and commands for the computer.

a) mouse b) screen c) keyboard

5. You can move the ... or the screen with the help of the mouse.

a) button b) cursor c) key

6. ...Is a hand-held device connected to the computer by a small cable.

a) drive b) mouse c) character

7. You can type letters and other ... using this keyboard.

a) buttons b) angles c) characters

8. The ... can read and write on diskettes.

a) system board b) drives c) contents

9. ... is the term used to describe the instructions that tell the hardware
how to perform a task.

a) software b) application c) procedures

10. How many letter ... are there on this computer keyboard?

a) keys b) manuals c) dot

11. Computer hardware can be divided into four categories: input
hardware, processing hardware,... ~ output hardware.

a) storage hardware b) memory hardware c) software

12. There are two types of computer memory: ...

a) RAM and RIM b) RAM and ROM ¢) RUM and ROM

13. Scanner is used to .... texts and graphics.

a) output b) read C) input
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14. Printerisa....

a) processing hardware b) input hardware c) output
hardware

15. .... collects data and converts them into a form suitable for
computer processing.

a) processing hardware b) input hardware C) output
hardware

16. Information in the form of instruction is called a ....

a) program b) command C) memory

17.Computer has no intelligence until ... is loaded.

a) software b) hardware ¢) scanner

18. Software are the programs that tell ... how to perform a task
a) modem b) software ¢) hardware
19. There are four elements of computer system: hardware, software,

and data.

a) diskettes b) procedures C) purposes
20. The ... displays text characters and graphics.

a) mouse b) keyboard ¢) monitor

21. The large metal box that is the main part of the computer is called

the...

a) case b) screen C) arrow

22. The kind of input hardware designed for typing letters and numbers
1S ...

a) keyboard b) monitor ¢) mouse

23. Thanks to computer we can ... information millions of times more
quickly.

a) process b) plug in c) slide
24. Of course the device is not working, you have not ... it.

a) reduced b) plugged in ¢) processed
25. The purpose of .... is to store computer instructions.
a) input hardware b) storage hardware c)processing

Unit 2. Types of computers
Reading

Before you read
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. What do you know about types of computers?
. What are the reasons for using different types of computers?

Text A. Types of Computers

There are different types of computers of varying size and power,
including the following:

Supercomputer is the most powerful type of mainframe.

Mainframe is large, very powerful, multi-user i.e. can be used by many
people at the same time, multi-tasking i.e. can run many programs and
process different sets of data at the same time. Mainframes are used for large-
scale computing purposes in banks, big companies and universities.

Minicomputer is smaller than a mainframe, powerful, multiuser,
multi-tasking.

Personal computer (PC) is designed for a single user.

Desktop computer has a suitable size for sitting on an office desk.

Workstation is the most powerful type of desktop computers, used for
graphic design, etc.

Portable computer can be carried around, can operate with batteries.

Laptop is large portable, can be rested on user’s lap. A laptop (also
called a notebook PC which has a size of a sheet of notebook paper) is a
lightweight computer that you can transport easily/

It can work as fast as a desktop PC, with similar processor, memory,
capacity and disk drives, but it is portable and has a smaller screen. Modern
notebooks have a TFT (Thin Film Transistor) screen that produces very sharp
images.

Instead of a mouse, they have a touchpad built into the keyboard - a
sensitive pad that you can touch to move the pointer on the screen. They offer
a lot of connectivity options: USB (Universal Serial Bus) ports for connecting
peripherals, slots for memory cards, etc.

They come with battery packs, which let you use the computer when
there are no electrical outlets available.

A tablet PC looks like a book with an LCD-screen on which you can
write using a special digital pen. You can fold and rotate the screen 180
degrees. Your handwriting can be recognized and converted into editable text.
You can also type at the detached keyboard or use voice recognition. It’s
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mobile and versatile.

Pen-based which main input device is an electronic pen.

A personal digital assistant or PDA is a tiny computer which can be
held in one hand. The term PDA refers to a wide variety of hand-held
devices, palmtops and pocket PCs.

For input, you type at a small keyboard or use a stylus - a special pen
used with a touch screen to select items, draw pictures, etc. Some models
incorporate handwriting recognition, which enables a PDA to recognize
characters written by hand. Some PDAs recognize spoken words by using
voice recognition software.

They can be used as mobile phones or as personal organizers for storing
notes, reminders and addresses. They also let you access the Internet via
wireless technology. Without cables.

Note that the term PC usually refers to an IBM compatible personal
computer i.e. an Apple Mac personal computer is not referred to as a PC. A
computer that provides a service on a network e.g. storing files, sharing a
printer, is known as a server computer. Server computers usually have a UPS
(uninterruptible power supply) attached to them. This is a battery that
automatically provides an electricity supply to allow the server to shut itself
down properly if the main supply fails.

Task 1. Look up in the dictionary how to pronounce and to translate the
following words in bold. Write them down in the dictionary.

Task 2. Which type of computer do these descriptions refer to?

1. a hand-held computer which can be used as a telephone, a web
explorer and a personal organizer;

2. a typical computer found in many businesses and popular for home
use;

3. a large computer used for intensive data processing and often linked
to many terminals;

4. a small computer that fits into items of clothing;

5. a portable computer that can be closed up like a briefcase, but it can
be as powerful as a desktop PC;

6. a full function PC, though it only weighs 1.1 kg you can go to a
meeting and write your notes on it, like a paper notepad; its screen mode can
be changed from portrait to landscape.

Task 3. Find English equivalents of Russian word combinations in the
text:04eHb MOIIHBINA; JIETKUH KOMIIBIOTEP, KOTOPBI MOXHO JIETKO
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TPAaHCIOPTUPOBATh; TOAXOIAIIMKA pasMep Ui pa3MelleHHs Ha padbouem
CTOJIE; MOYKET MCIOJIB30BaTbC MHOTMMH JIFOABMH OJHOBPEMEHHO; MOYKHO
HOCHUTH C c000if; pasMepoM C JuCT Oymaru; MOMXKET 3alycKaTb MHOTO
nporpaMm u o0pa0aTbIBaTh pa3Hble HAOOPHI TaHHBIX OJJHOBPEMEHHO; 3KpaH,
KOTOPBIN JTaeT OYEHb YETKHE M300paKEeHUs; C aHAJTOTHYHBIM IIPOLIECCOPOM,
NMaMAThIO, MOIHOCTBIO; MPOTrpaMMHOE OOecredeHrne il pacro3HaBaHUS
rojioca; OH MOXET paboTare OT Oarapeif; pacrno3HaBaHUE PYKOIHCHOTO
BBOJA; JUISI XpaHEHHE 3aMETOK, HAllOMUHAHWHU; Tpeaararb MHOXECTBO
BapUaHTOB IIOJKJIIOYCHHS;, pAcloO3HaTh M Tpeodpa3oBaTh MOYEPK B
peoaKTUPYEMBIN TEKCT;

Task 4. Answer the questions:

1.What is the difference between supercomputer and mainframe?

2.What is a typical computer found in many businesses and popular for
home use?

3.What is a workstation?

4.What is a laptop? What benefits of a laptop do you know?

5.What is a tablet PC? What functions of it do you know?

6.What is a PDA? What for can we use it?

7.What is a UPS?

8.What computer is designed for a single user?

9.What computer is the most powerful type of mainframe?

10.What computers let you access the Internet via wireless technology.

Task 5. Look at the computer advertisement. Translate the questions

into English and find the answers:
Toshiba Satellite

- Intel Centrino processor; 1,024 MB RAM, 100 GB hard disk drive;
DVD SuperMulti (+/R double layer) drive.

- 15.4” widescreen TFT active-matrix LCD display.

- 85 key keyboard and touchpad; 2 memory slots,]1 PC Card or
PCMCIA slot.

- Wireless communications: Wi Fi compliancy and Bluetooth.

- 4 USB ports for connecting peripherals; digital camera, MP3 player,
modem, etc.

- 6-cell rechargeable Lithiumion battery pack.

1. Kakoli Tl KOMIIBIOTEPA PEKJIAMUPYIOT?

2. Kaxkoii y Hero skpaH?
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3. Kaxkoe (yka3bIBaroliiee) yCTpONCTBO 3aMEHSIET MBILLIKY ?

4. Kakpue y HEro ecTb MOPTbI, YTOOBl MOJKIIOUUTH KaMepy U
My3bIKaJIbHbIN POUTPBIBATEIND?

5. Kakoit uCTOYHUK MUTAHUS OH UCIIONIb3yeT?

Task 6. Look at the ways of classifying and then use suitable classifying
expressions to complete these sentences:
Classifying
Classifying means putting things into groups or classes. We can classify
types of computers, parts a PC, etc. Some typical expressions for classifying
are:

...are classified by... ... can are classified into X types /
be divided into X types / categories X is a type of.
categories ...include(s). .consist(s) of.

1. A computer ... hardware and software.

2. Peripherals ... three types: input, output and storage devices.

3. A word processing program ... . which lets the user create and edit
text.

4. ... of network architecture: peer to peer, where all computers have the
same capabilities, and client server (e.g. the Internet), where servers store and
distribute data, and clients access this data.

5. Digital computers can ... into five main types: mainframes, desktop
PCs, laptops, tablet PCs and handheld PDAs.

26



Text B. Mainframes. Minicomputers. Microcomputers

Task 1. Read and memorize the words and read the text “Mainframes”:

Vocabulary

English

Russian

immense amounts of data
to take use of

to be dealt with

to transfer for rapid access

a repertoir
to be executed

OTPOMHOE KOJINYECTBO JAHHBIX
UCIIOJIb30BATh

OBITH 3aHATHIM YeM-THOO
nepenarb U ObICTpOTO
JoCTymna

Habop (KoMaH)

OBITH BBITIOJTHEHHBIM

to accomplish BBITOJTHATh

to make up COCTaBJIAThH
tremendous speed OIPOMHAas CKOPOCTh
to work out BbIpa0aThIBATh

to simulate MO/ICTTUPOBATh

to involve BKJIFOYATh

to require TpebOBaTh

to accommodate pa3sMeCTHUTh

Task 2. Read and translate the text.
Mainframes

Large computer systems, or mainframes, are those computer systems
found in computer installations processing immense amounts of data. They
make use of very high-speed main memories into which data and programs
to be dealt with are transferred for rapid access. These powerful machines
have a larger repertoir of more complex instructions which can be executed
more quickly. Where a smaller computer may take several steps to perform a
particular operation, a larger machine may accomplish the same thing with
one instruction.

These computers can be of two types: digital or analog. The digital
computer or general-purpose computer as it is often made up about 90% of
the large computers now in use. It gets name from the name of the data that
are presented to it and which consist of digits.

The digital computer can do calculations in steps at tremendous speed
and with great accuracy. Digital computer programming is by far the most
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commonly used in electronic data processing for business or statistical
purposes. The analog computer works something like a car speedometer, in
that it continuously works out calculations. It is used essentially for problems
involving measurements. | t can simulate or imitate different measurements
by electronic means. Both of these types are made of electronic computers
that may require a larger room to accommodate them.

Task 3. Read and memorize the words and read the text

“Minicomputers’:
Vocabulary

English

Russian

expensive

a large array of

to satisfy the need
performance

to lead to

for short

exact

to refer to

it goes without saying
to differ from

to run

to provide access to
a user

at a time

to process

expensive — toporoit
0OJIBIITIOE KOJIMYECTBO
YAOBJIETBOPUTH MOTPEOHOCTH
pabora

MIPUBECTH K

B COKpPAIIEHHOM BH/IE
TOYHBIN

OTHOCHUTBCS K

camo co0oit pazymeeTcst
OTIINYATHCA OT
BBITIOJTHSATD

o0ecneunTh JOCTYM K
M0JIb30BATENb

3a OJIUH pa3

o0Jazmarh

Task 4. Read and translate the text.
Minicomputers

Until the mid — 1960s, digital computers were powerful, physically
large and expensive. What was really needed were computers of less power,
a smaller memory capacity and whiteout such a large array of peripheral
equipment. This need was partially satisfied by the rapid improvement in
performance of the semiconductor devices (transistors), and their incredible
reduction in size, cost and power — all of which led to the development of
the minicomputer or mini for short.
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Although there is no exact definition of a minicomputer, it is generally
understood to refer to a computer whose mainframe is physically small, and
has a fixed word length between 8 and 32 bhits.

A large number of peripherals have been developed especially for use
in systems built round minicomputers. They include magnetic tape, cartridges
and cassette, small disk units and a large variety of printers and consoles.

Since the operating environment for most minis is far less varied and
complex than large mainframes, it goes without saying that the software and
peripheral requirements differ greatly from those of a computer which runs
several hundred ever changing jobs a day. The operating systems of minis
also usually provide system access to either a single user or to a limited
number of users at a time.

Since many minis are employed in real time processing, they are
usually provided with operating systems that are specialized for this purpose.
Because minicomputer systems have been used so often in real time
applications, other aspects of their design have changed; that is, they usually
possess the hardware capability to be connected directly to a large variety of
measurement instruments, to analog and digital converters, to
microprocessors, and to an even larger mainframe in order to analyze the
collected data.

Task 5. Read and memorize the words and read the text
“Microcomputers’:

Vocabulary
English Russian
to be composed of COCTOSTH U3
to de hooked up together OBITH CIEIICHHBIM,
coOpaHHBIM
flexible THOKUit

instruction sets
to be available

to converge

to be destined for

TV game attachments

HaOOpBI HHCTPYKIIHHA

umeercs, OBITh JIOCTYIHBIM
CXOAMTHCS

npeHa3HavYaThCs s
TEJIEBU3NOHHbIE UTPOBBIE
IPUCTaBKU




Task 6. Read and translate the text.
Microcomputers

The early 1970-s saw the birth of the microcomputer, or micro for short.
The central processor of the micro, called the microprocessor, is built as a
single semiconductor device; that is, the thousands of individual circuit
elements necessary to perform all the logical and arithmetic functions of a
computer are manufactured as a single chip. A complete microcomputer
system is composed of a microprocessor, a memory and peripheral
equipment.

The processor, memory and electronic controls for peripheral
equipment are usually put together on a single or a few printed circuit boards.
System using microprocessors can be hooked up together to do the work that
until recently only minicomputers systems were capable of doing. Micros
generally have same what simpler and less flexible instruction sets than
minis, and are typically much slower.

Different micros are available with 4, 8, 16 bit word lengths. Similarly
minis can be equipped with much larger primary memory sizes, micros are
becoming more powerful and converging with minicomputer technology.

In addition to their extensive use in control systems of all types, they
are destined for many new uses from more complex calculators to automobile
engine operation and medical diagnostics. They are already used in
automobile emission control systems the basis of many TV game
attachments.

Task 7. Summarize the texts on "Mainframes”, "Minicomputers™ and
"Microcomputers™ by completing the following table:

Types of computers

Mainframes

Minicomputers

Microcomputers

When
developed
Usage

the mid -
1960s

in the
1970s

early

Memory speed
and capacity

Most primary
memory
ranges
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from32 — 512
K bits
Sire S_mall portable
size
Complexity of
instructions
Single
Number  of userpersonal
users
computer
Type of
processing

Task 8. Read attentively the text, make the summary in English using
the following clichés:

The text / article under review ...(gives us a sort of information
about...) The subject of the text is...

The article begins with the description of.., a review of..., the analysis
of... The article opens with ...

In conclusion ...

Microcomputers

Microcomputers, also called microcomputers or microcomputers, are
computers that have a microprocessor as the central processing unit, and that
are configured to fulfill specific functions. Aspects such as the complexity of
the system, power, operating system, standardization, versatility and price of
the equipment, among others, depend on the microprocessor.

Basically, microcomputers constitute a complete system for personal
use, which contains, in addition to the microprocessor, a memory and a series
of information input and output components.

Finally, it is important to clarify that although microcomputers are
often confused with personal computers, they are not the same. It could rather
be said that the latter are part of the general classification of the former.
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If you want to know more details about it, I invite you to read the article
on the computer types that exist today.

From

Microcomputers owe their origin to the need to bring small computers
to homes and businesses. Which could be consolidated after the creation of
microprocessors in 1971.

The first known prototype of a microcomputer, although it did not
contain a microprocessor, but a set of microcircuits, became available in
1973. It was designed and built by the Xerox Research Center and was called
Alto. The project was unsuccessful due to the level of technology that was
required, but was not available at the time.

After this model, other initiatives emerged from the hand of other
companies, including Apple. However, it was in 1975 that the first
commercial personal microcomputer was sold. It was the Altair 8800,
belonging to the MITS company. Although it lacked a keyboard, monitor,
permanent memory, and programs, it quickly became a hit. It had switches
and lights.

Later, in 1981, IBM released the first personal computer, called the
IBM PC, which was based on Intel's 8080 microprocessor. This fact marked
the beginning of a new era of computing, since from there more powerful
models of microcomputers began to emerge, promoted by companies such as
Compag, Olivetti, Hewlett - Packard, among others.

Evolution

Since the appearance of Alto, which contained an 875 line scanning
screen, a 2,5 MB disk and an interface with a 3 Mbits / s Ethernet network,
the technology has evolved, always taking into account the best aspects of
each of the preceding models.

From this point of view, it can be said that the rise of microcomputers
is mainly due to the fact that their technology is more advanced, compared to
that of minicomputers and supercomputers. Its design and construction,
including more powerful microprocessors, faster and more capable memory
and storage chips, is achieved in shorter cycle times. In this way, they buy
time for generations of other types of computers.

Finally, it should be clarified that as a consequence of technological
advances, the term microcomputer is in disuse, since today most
manufacturing companies include microprocessors in almost any type of
computer.
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Features

Microcomputers are a type of computer that has the following
characteristics:

Its central component is the microprocessor, which is nothing more
than an integrated circuit.

Its architecture is classical, built on a flow of control of operations and
a language of procedures.

It presents built in technology, which allows the intercommunication
of its components.

Due to its compact design, it is easy to pack and move.

How do microcomputers work?

Microcomputers are capable of executing input, output, calculation and
logic operations, through the following basic procedure:

eReceipt of the data to be processed.

eExecution of programmed commands for information processing.

e[nformation storage, before and after its transformation.

ePresentation of the results of data processing.

In other words, microcomputers use a format of instructions that allow
them, by decoding them, to perform the necessary micro -operations to
respond to user requests.

Thus, the instruction format includes an operation code, through which
it indicates the addressing of each operand, that is, it defines a bit of an
instruction, of the different elements that make it up.

For their part, micro-operations are the functional operations of the
microprocessor, responsible for the reordering of instructions and the
sequential execution of a program.

While through timing, the microcomputer manages to coordinate the
events of the network of communication lines that connect the elements of
the system.

Lastly, it is important to clarify what decoding means. Decoding is the
process by which instructions are interpreted, in order to identify the
operation to be carried out and the way to obtain the operands on which these
orders must be executed.

Text C. Itis interesting to know that ...

Task 1. Read and translate the text. Write down unknown words.

PCs and PC compatibles are used in organization of all sizes. PCs are
an office time saver, allowing the staff to write press releases and legislative
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testimony, performs accounting tasks, and prepares mailing lists more
quickly. It is also paves the way for organization to complete more effectively
with other public interest groups. Today, over 80 percent of Public Citizen’s
employees use PC compatibles. Word processing has replaced typewriters,
hard disk drive storage has reduced the amount of paper kept in filing
cabinets, and laser printing has cut their outside printing costs dramatically.

Banks have traditionally used the latest computer technology to
automate their own operations, but First Banks for Business found a way
to use personal computers to improve customer service. In the past, when
a customer wanted to cash a check, the signature card had to be compared
to verify identity. That meant looking through a card file or containing
central book-keeping, which could take as long as 30 minutes.

Now Banks for Business installed PC 2s with special graphics
capabilities and software called Signet to perform the task. When the
letters retrieve customer account information from the computer, they see
the authorized signatures appear right on the screen. The system also
tells them what other signatories are permitted on the account or if two
signatures are required to cash a check. The banks say the main reason
customers change banks is due to bad service. Using the powerful PS 2s
signet, they can cash a customer’s cheek in a minute or less.

People use laptops for many of the same tasks that they use
desktops and more.

Astrophysicists use Sun Microsystems workstations for their
engineering work. They routinely sketch graphs and diagrams on the
screen using computer-aided drafting software, as well as sophisticated
calculation software to test mathematical equations. They also exchange
ideas and information with each other in electronic messages. One project
they have worked on in cooperation with NASA is the Advanced X-Ray
Astrophysic Facility. It is an observatory in space that will measure cosmic
X-rays, which are invisible an earth. The astrophysicists hope that the
information provided will help them understand better how the universe
was formed and what is eventual fate will be.

The Sun workstation performed an additionally important task:
helping gather visual and textual information into a comprehensive report
for NASA to explain how an X -ray telescope would function abroad the
observatory. Using electronic publishing software, they combined
graphics screens, mathematical equations, and textual explanations into a
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document that took just six hours to prepare. Previously, it would have
taken two days.

Task 2. Fill in the necessary words:

1. ..... are generally classified as general — or special purpose machine.

2. A special purpose computer is designed and used ..... for one
application.

3. Personal computer ..... on a desktop.

4. Each type of a personal computer ..... many characteristics in

common with their counterparts.

5. There are many portables ..... today.

6. CPUs, terminals, printers and storage devices can be ..... separately.

Task 3. Agree or disagree with the following statements:

1. All computer systems have the same five hardware components.

2. Input/output devices receive data, enter it into the computer
for processing, then send it back to people so it can be used.

3. Storage components don’t keep data for later use.

4. Computers are general purpose machines.

5. The machine may need to be redesigned and certainly
reprogrammed.

6. We can’t say, that there are different types of computers.

Task 4. Ask questions to which the following statements might be the
answer:

1. Desktop personal computers are used for education, running a small
business or in large corporation to help office workers be more productive.

2. Laptops fall into the same general categories as desktop
personal computers.

3. The workstation is a computer that fits on a desktop.

4. Workstations are designed for three major tasks.

5. A minicomputer system combined with specialized equipment
and peripherals is designed to perform a specific task.

6. A mainframe uses the same basic building blocks of a
computer system: the CPU, 1/O devices and external memory.

Task 5. Match the words of the first column with those of the second

one:
1. regardless a) yOexnarb
2. to enter b) nposepsTH
3. arouting C) TOKYyIaTh
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4. to direct d) orpaHuumBarbCs

5. to modify €) BXOIUTHh

6. to purchase f) BHIOU3MEHSATH

7. to convince g) mporpamma

8. solely h) He oOpaias BHUMaHHE

9. to monitor 1) mpencraBisATs/ OBITH B
10. occurrence COCTOSIHUM

11. to afford j) HCKIIOYUTEITHHO

12. to confine k) ympaBusTh

1) 12. cnyuait

Task 6. Give the definitions to the following terms:
. computer

. supercomputer

. special purpose computer

. general purpose computer

. personal computer

. minicomputer

. mainframe

. workstation

OO OIS WN -

Task 7. Give a short summary of the text.
Task 8. Work in pairs.

Nel

A: Hi there! I've been thinking about getting a computer, and | could
really use your advice. What do you think about the possibilities of having
one?

- Hi! Sure, | can help. Computers are great for various things like
surfing the internet, doing school or work tasks, and even playing games.
They're quite versatile.

A: That sounds good. How about the advantages of a computer
compared to other media?

- Well, computers are more interactive than TV or newspapers. You
can watch videos, read news online, and even chat with friends. Plus, you
can store a lot of information on them.

A: Makes sense. But I'm worried about the price. How much should |
expect to spend on a computer?
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- The price can vary a lot, depending on what you need. Basic ones
start at around 20000 rubles, but if you want a powerful one for gaming or
heavy work, it could cost a lot more.

A: Got it. Where should I buy a computer, and what kind should I go
for?

- You can buy one at electronics stores or online. Consider your needs
and budget. Brands like HP, Dell, or Lenovo are reliable for general use. If
you're into gaming, look for gaming—specific brands.

A: Thanks for the info! I'm leaning towards buying one now. It seems
like a good investment.

- You're welcome! It's a useful tool to have. If you decide to get one,
I can help you find the right one. Just let me know! See you!

No2

A: 1t’s really nice of you to come with me to buy my computer. This is
the Desktop I’m thinking about.

- This is okay, but if [ were you, I’d buy a Laptop. It’s more Versatile.
You can travel with it.

A: I’m not sure about getting a laptop. The Screen is so small.

- No problem. You can get a separate Monitor. This is a good one. You
just need a Connector and a Cable To hook it up to your laptop. Here’s a
Monitor stand, too, so you can Elevate it if you want to.

A: The Speakers on the laptop aren’t very loud.

- 'You can get these great speakers. You Plug them into your laptop and
the sound is amazing.

A: I’m not sure about the Battery.

- It comes with a battery that lasts three to five hours, but you can
always buy a Spare. Of course, it comes with a Power cord, too, so you can
just plug it in if your battery runs low.

A: The Keyboard is a little Cramped, too.

- That’s what a full size keyboard is for. You can buy a separate
keyboard and Mouse and attach them to your laptop. It’ll be just like having
a desktop.

A: Then why don’t I just buy a desktop?

- If you do, you won’t be able to buy all of these great Accessories.
That’s half the fun of buying a new computer!

Ne3
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A: Hi, Max! | know you're a computer genius so | need your help.

- What's the problem?

A: It's my computer. While | was doing my project yesterday my
Internet connection was lost.

- Did you try to reset the computer and modem?

A: Yes, several times. It didn't help.

- Did you call to your Internet Service Provider?

A: Not yet. Do you think it could be their problem?

- Yes. If they have failure it needs some time to fix it. So call them.

A: Ok. Thanks for advice!

- You're welcome.

Ne 4

A: I’'m thinking of buying a computer, and I need some advice.

- OK. What do you want to use it for?

A: For writing, maybe for games. | want it for the Internet.

- For the Internet and games... I recommend you a multimedia
computer.

A: What do you mean a multimedia computer?

- Well, it’s more powerful than a basic computer. It’s got sound and
CD-ROM or DVD drive. You can use it for high-quality graphics, animation
and video.

No5

A: What if I wanted... | travel a lot, if | wanted something smaller,
what’s available?

- There are portable computers. A multimedia notebook is probably
best.

A: Is a notebook the smallest kind you can get?

- No, you can get subnotebooks and even smaller handheld devices.
They’re mostly used as organizers, as a diary, a «to do» list, and that kind of
thing. But for writing and general use a notebook is better.

A: OK. I think I’ll go for a notebook. What other things do I need?

- A printer... and for the Internet, make sure you have a modem.

A: A modem?

- Yes, it’s a device for connecting your computer to a telephone line.
You need it to connect to the Internet.

Unit 3. Hardware and Software
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Reading
Text A. Software

A computer system implies a mixture of integrated parts working
together. It consists of two parts. The first part is hardware - the physical,
electronic devices that are thought of as “computers”. The hardware consists
of equipment: keyboard, mouse, monitor, system unit and other devices. The
second part is software - the programs that control and coordinate the
activities of the computer hardware and that direct the processing of data.

There are two major kinds of software: system software and
application software. The user interacts with application software. System
software enables the application software to interact with the computer
hardware. System software is “background” software that helps the computer
manage its own internal resources. The most important system software
program is the operating system, which interacts between the application
software and the computer. The operating system handles such details as
running (“executing”) programs, storing data and programs, and processing
data.

Application software might be described as “end-user” software.
Application software performs useful work on general-purpose tasks such as
word processing and cost estimating. Application software may be packaged
or custom-made.

Packaged software is programs prewritten by professional
programmers that are typically offered for sale.

Custom-made software, or custom programs, is programs written for a
specific purpose and for a specific organization. Using computer languages,
programmers create this software to instruct the company computer to
perform whatever tasks the organization wants. A program might compute
payroll checks, keep track of goods in the warehouse, calculate sales
commissions, or perform similar business functions.

General-purpose programs, or “basic applications”, are widely used in
nearly all career areas. One of these basic applications is a browser to
navigate, explore, and find information in the Internet. The two most widely
used browsers are Microsoft’s Internet Explorer and Netscape’s
Communicator.

There are more advanced applications that are more specialized than
the basic applications. They are widely used within certain career areas. One
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of the most exciting advanced applications is multimedia, which integrates
video, music, voice, and graphics to create interactive presentations.
Text B. Hardware.

Microcomputer hardware - the physical equipment - falls into five
categories. They are input devices, the system unit, secondary storage, output
devices and communications devices.

Input devices translate data and programs that humans can understand
into a form that the computer can process. The most common input devices
for microcomputers are the keyboard and the mouse. The keyboard on a
computer looks like a typewriter keyboard, but it has additional specialized
keys. A mouse is a pointing device that typically rolls on the desktop. It
directs the insertion point, or cursor, on the display screen. As you glide the
mouse, the arrow on the screen moves in the direction of your movement. A
mouse has one or more buttons. You click (press and release the button one
time) or double-click the mouse button to open the document or to start the
program, for example.

The large metal box, or the case, with its contents (electronic circuitry)
is called the system unit. The two most important components of the system
unit are:

The central processing unit (CPU) controls and manipulates data to
produce information. A microcomputer’s CPU is contained on a single
integrated circuit or microprocessor chip. These chips are called
MICroprocessors.

Memory, also known as primary storage or random-access memory
(RAM), holds data and program instructions for processing the data. It also
holds the processed information before it is output. Memory is sometimes
referred to as temporary storage, because it will be lost if the electrical power
to the computer is disrupted or cut off. Data and instructions are held in
memory only as long as the electrical power to the computer is on. Memory
is located in the system unit on the tiny memory chips.

Secondary storage also holds data and programs. It stores
permanently, that is, the data and programs remain even after the turning off
the electrical power. The most important kinds of secondary storage devices
are: floppy disks, hard disks, optical disks, flash cards.

Floppy disks, or diskettes, are widely used to store and transport data
from one computer to another. They are called “floppy” because data is
stored on a very thin flexible plastic disk. The disk rotates within a protective
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sturdy plastic cover. Today’s standard floppy disk is a ”’3,5-inch 2HD” (two-
sided high density) with a capacity to hold the equivalent of 400 type-written
pages.

Hard disks are typically used to store programs and very large data
files. Hard disks have much greater capacity and are able to access
information much faster than floppy disks. Almost every microcomputer
system has an internal hard disk that is permanently installed within the
system cabinet. This disk is used to store system programs, application
programs and data.

Optical disks are laser technology and have great capacity. There are
two basic types of optical disks: CD and DVD. CDs (compact disks) are
widely used today, they are used to store great amount of data. DVD stands
for both digital versatile disk and digital video disk. Its capacity is far greater
than CD’s. DVDs can be used for all the things that CDs are used for, but
also they can distribute full-length motion pictures.

Flash cards have become very popular today, because they are very
compact and therefore more convenient. Flash cards can hold great number
of gigabytes of data.

Output devices are pieces of equipment that translate the processed
information from the CPU into a form that humans can understand. One of
the most important output devices is the monitor or video display screen,
which resembles a television screen. The monitor displays text characters and
video images. It allows you to see the result of your work going on inside the
system unit. The image that you see is made up of tiny dots called pixels. The
sharpness of the picture depends on the number and size of these pixels. The
more pixels, the sharper the image. This is called resolution. Another
important output device is a printer, a device that produces printed paper
output.

Communications hardware sends and receives data and programs
from one computer or secondary storage device to another. Many
microcomputers use a modem. This device converts the electronic signals
that can travel over a telephone line. A modem at the other end of the line
then translates the signals for the receiving computer. A modem may be
internal or located inside a microcomputer’s system cabinet. It may also be a
separate unit, or external.

Vocabulary
| English | Russian |
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to imply

a mixture of integrated parts
equipment

to direct the processing of data

to interact
application software

internal resources
to run (execute programs)

to store data and programs

word processing
payroll checks

explore
a pointing device
to roll on the desktop

to direct the insertion point (cursor)

to glide the mouse
to move in the direction of your
movement

to press and release the button one
time

the system unit

to double-click the mouse

to hold the processed information
temporary storage

if the electrical power is disrupted
or cut off

o/ipa3yMeBaTh
CMECh CBSI3aHHBIX JIETaJICH
obopyoBaHue

HaIpaBJIsATh 00paboTKy
JTAHHBIX

B3aUMOJICVICTBOBATh
MIPUKIIATHOE IpOrpaMMHOE
obecrieueHue

BHYTPEHHUE PECYPCHI
3aIyCKaTh (BBITIONHSATBD)
IpOrpaMMbI

COXpaHUTh JTAHHBIE u
MIpOTrpaMMBbI

TeKCToBast 00paboTKa
MPOBEPKA TJIATEKHBIX
BEIOMOCTEH

UCCJIEIOBATh, U3yYaTh
yKa3aTeJIbHOE YCTPONUCTBO

KaratbCsi  (CKONB3WUTH)  HaA
MIOBEPXHOCTH CTOJIA
HaIpaBJIATh yKa3aTelb
(kypcop)

CKOJIb3UTh MBIILIKOU

to move in the direction of your
JBUTaTbCsl B  HAaIpaBICHUHU
BAILIETO JIBUYKECHUS

HaXaTh U OTIYCTUTh KHOIIKY
OJIVH pa3
CHUCTEMHBIN OJIOK
JenaTth  JIBOWHOM
MBIIIBIO
COJIepkKaTh
UHPOPMALIUIO
BPEMEHHOE XPaHUJIUIIE

€CJIM AJIEKTPUUYECTBO MpEphIBA-
€TCsl WU OTKJIH0YaeTCst
SJEKTPUYECTBO BKIIOUYEHO

MICIY0K

00paboTaHHY1O
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the electrical power is on XPaHUTh MIOCTOSIHHO
to store permanently BBIKIIFOYEHHE DIIEKTPUYECTBA
the turning off the electrical power | ruOkuii IIACTHKOBBIM JUCK
flexible plastic disk UMETh  TOopa3fno  OOoJIBIIyIO
to have much greater capacity E€MKOCTh
MOJIy4YUTh JoCTyII K
to access information uHpopmanuu
HAIIOMHUHATh
to resemble MOKa3bIBATh TEKCTOBBIC
to display text characters CHMBOJIBI
n300paxeHue
image COCTOSTh U3 KPOIICYHBIX TOYCK
to be made up of tiny dots pasperiaroias CrioCOOHOCTh
resolution OTHpAaBJIATh M IOJYyYaTh
JAHHBIC
to send and receive data npeoOpa3oBhIBAThH
JJIEKTPOHHBIE CUTHAJIBI
to convert the electronic signals BHEIITHUHN 3JIEMEHT
external unit

Task 1. Read and translate the texts.
Task 2. Give the Russian equivalents for the following word
combinations:

to imply a mixture of integrated parts working together; to enable the
application software to interact with the computer hardware; programs
prewritten by professional programmers; custom programs might compute
payroll checks; a browser to navigate, explore, and find information in the
Internet; more advanced applications; to fall into five categories; to look like
a typewriter keyboard; to direct the insertion point; to be contained on a
single integrated circuit; to be located on the tiny memory chips; a protective
sturdy plastic cover; to distribute full-length motion pictures; internal or
external unit; to depend on the number and size of the pixels.

Task 3. Give the English equivalents for the following words and word
combinations:HanpaBiiaTe 00pPaOOTKY JIaHHBIX; YIPaBIATbL CBOUMH
BHYTPCHHUMHU PCCypCaMu; npeajiarareCa Il IMPOAAKH; BBINNOJIHATD
HO,Z[O6HLIC (I)yHKI_[I/II/I; IIAPOKO HUCIOJB30BATHCA IMOYTH BO BCEX
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npodecCHOHATIBHBIX 00JACTSIX; CO3/aBaTh MHTCPAKTUBHBIC MPE3CHTALIUM;
YCTpPOICTBA BBIBOJIA; TIEPEBOUTH JIaHHBIC M IPOrpaMMBbI B opMy, KOTOPYIO
MOXET 00paboTaTh KOMITBIOTEP; JeNIaTh TBOMHON MIEITYOK MBIIIBIO; XPAHUTh
MOCTOSTHHO; BBIKIIFOUCHHE JJICKTPUYECTBA; TMOKUI TUIACTUKOBBIM JIUCK;
EMKOCTh  (BMECTHMOCTb);[TOKa3bIBaTh TEKCTOBbIC CHUMBOJBI U BHJCO
n300pakeHusl; peoOpPa3OBbIBATh JICKTPOHHBIN CHTHAJ.

Task 4. Refer back to the text and find

Synonyms for the following words:
. to store
. special
. the same
. to calculate
. insertion point
. small
. hard
Antonyms for the following words:
. soft
. permanent
. internal
. input
. to turn on
. thick
. to send

Task 5. Make up 5 sentences in English using active vocabulary.

Task 6. Agree or disagree with the statements using phrases of
agreement and disagreement. If you disagree, give the correct variant.

1. System software is one of the kinds of application software.

2. The operating system interacts between the application software and
the computer.

3. System software may be packaged or custom-made.

4. Packaged software is programs written for a specific purpose and for
a specific organization.

5. One of the general-purpose programs is a browser to navigate,
explore, and find information in the Internet.

6. Microcomputer hardware consists of input devices, the system unit,
secondary storage, output devices and communications devices.

7. The processor is often referred to as CPU.

NN R W
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8. The keyboard and the mouse are output devices.

9. Memory is a permanent storage.

10. Hard disk is a secondary storage device.

11. The capacity of floppy disks is far greater than CD’s.

12. The monitor is an input device with the help of which you enter
information into the computer.

Task 7. Translate the sentences into English.

1. IIporpammHOe 0OecTieueHNE KOHTPOIHPYET U KOOPIAUHUPYET padoTy
anmaparHoro 00ecrneueHus.

2. ITonmp30BaTenb B3aMMOJIEHCTBYET C MPHKIAAHBIM IPOrPAMMHBIM
o0ecreuyeHneM.

3. OnepanoHHass cucTteMa - 3TO caMas BaXHass mporpamma
CHCTEMHOTO TIPOTPaAMMHOTO 00€CTIeYEHUSI.

4. OnepanmoHHasl CHCTEMa  YOPABISET  3allyCKOM  IIPOrPaMM,
XpaHEHHEM U 00pabOTKOM TaHHBIX.

5. Knuentckoe mporpaMMHOE OOECTIEUeHHE MHIIETCS I OCOOBIX
HEeJEen.

6. OmHa W3 mporpaMM OOIIEro Ha3HAUYEGHUS — OTO Opaysep UIs
HaBUTAIMK U NToucka uHdopmaruu B HTEpHETE.

7. MynapTuMena MCHONb3YeTCs Ui  CO3JaHUSl HHTEPAKTUBHBIX
MpEe3EHTAINH.

8. MplllIb — 3TO YCTPOICTBO yKa3aHUs, KOTOPOE YIIPABISET KypcOpoM
Ha JKpaHe.

9. UtoOBI 3alyCTUTh MPOTPaMMy, HY)KHO CJENIaTh JIBOMHOM IIEITUOK
MBIIIIBIO.

10. ITamsaTh cogep’UT 06paboTaHHYIO HH(OPMAITHIO.

11. JlanHbie OynyT MOTEPSHBI, €CIU SJIEKTPUUECTBO BBIKITIOUUTCA.

12. JlaHHbIE BO BTOPHUYHOI MaMATH OCTAIOTCSI TOCTOSIHHO, JTAXe MOCIIe
BBIKJTIOUEHUS JIEKTPUYECTBA.

13. XKecTkue TUCKM MMEIOT ropasfo OONbIIYI0 EMKOCTh, YeM I'MOKue
JIVICKH.

14. Tubkuit quck ynoOeH At XpaHEHUS! TEKCTOBBIX (hailyioB.

15. Ecnu BBl moBpeiuTe TMOKUNA THUCK, TO Bee (hailiibl, XpaHsAImuecs Ha
HeM, OyIyT yTepsHBI.

16. XKecTkuil JTUCK YCTaHOBJIIEH BHYTPU CHCTEMHOro OJOKa U
UCHONb3YeTCs ISl XpaHEHUS IPOrpaMM, MPHIIOKEHUH U JAaHHBIX.

17. JIazepHble TUCKU XPAHAT OIPOMHOE KOJTMYECTBO JAHHBIX.

45



18. Mogem - 93TO ycCTpoiicTBO, mpeoOpa3yromee 3IeKTPOHHBIE
CHTHAJIbI, KOTOPBIE MOT'YT II€PEIaBaThCs M0 TeICPOHHON JIMHHH.

19. YToObI mONMY4YHTH TOCTYI K MH(POpMAIMKA BO BCEMUPHOU MAyTHHE,
HCIIOJIB3YUTE MOJEM M NOAKIIOUNTECH K VIHTEpHETY.

20. BonbIIMHCTBO JIIOJIEH UCMONB3YIOT WHTEpHET TOJIBKO JJIf
MOJTYYEHHUS U OTHPABKHU JIEKTPOHHBIX COOOIICHUH.

Task 8. Match the following words in column A with the statements in
column B.

A B

1. hardware a) “background software”

2. software b) a pointing device that rolls on the
desktop

3. memory c)the physical, electronic devices

4. system software d) “end-user software”

5. secondary storage e) temporary storage

6. custom-made software f) the programs

7. amouse g) permanent storage

8. application software h) programs written for a specific

purpose

Task 9. Work in pairs. Compose a dialogue.

Student A: You are a sales representative trying to sell your company’s
notebook computer. You are presenting your product to the Sales Director of
a manufacturing company which is thinking of buying 20 notebook
computers for the staff. Try to persuade the Sales Director to buy your
product.

Useful expressions:

It costs...

It runs/operates on.

It weighs.
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Student - You are a Sales Director of a manufacturing company. You
are considering buying 20 notebook computers for your staff. Find out about
all the specifications of the model in offer (type (size), processor type,
operating speed, memory, display, power supply, cost, and other features).
Decide whether it is suitable for your needs.

Useful expressions:

How much does it cost?

What power source does it use?

How big/heavy is it?

Task 10. Read the following guidelines to reduce eyestrain if you sit in
front of the monitor for a long period of time. Do you follow them? Can you
give any other pieces of advice, concerning work at the computer?

eUse the computer in a room with even lighting. Adjust the controls on
the monitor to vary the contrast and brightness of the display to suit the
lighting in the room.

eKeep the screen clean.

e Adjust your chair so that you are looking down at the screen at a slight
angle.

eTurn the monitor away from the windows and bright lights to avoid
glair.

eSome of the controls on the monitor change the size and position of
the image. You should set them for the largest image without losing any part
of it.

eYou can set a screen saver to appear on your monitor screen if the
computer sits idle for a period of time. Screen savers can reduce wear on your
screen.

Text C A Central Processing Unit (CPU)

There are three basic hardware sections: the central processing unit
(CPU), main memory and peripherals.

The processor, also called the CPU or central processing unit is the
heart and brain of your computer. To control instructions and data flow to
and from other parts of the computer, the CPU relies heavily on a chipset,
which is a group of microchips located on the motherboard. The chips itself
are small pieces of silicon with a complex electrical circuit called an
integrated circuit.

The processor consists of three main parts:
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The control unit extracts instructions from memory and decodes and
executes them.

The arithmetic logic unit (ALU) performs mathematical calculations
(+, ~, etc.) and logical operations (AND, OR, NOT).

The registers are high-speed units of memory used to store and control
data. One of the registers (the program counter, or PC) keeps track of the next
instruction to be performed in the main memory. The other (the instruction
register, or IR) holds the instruction that is being executed.

The power and performance of a computer is partly determined by the
speed of its processor. A system clock sends out signals at fixed intervals to
measure and synchronize the flow of data. Clock speed is measured in
gigahertz (GHz). For example, a CPU running at 4GHz (four thousand
million hertz, or cycles, per second) will enable your PC to handle the most
demanding applications.

The main circuit board inside your system is called the motherboard
and contains the processor, the memory chips, expansions slots, and
controllers for peripherals, connected by buses - electrical channels which
allow devices inside the computer to communicate with each other. The CPU
has an internal bus for communication with the internal cache memory, called
the backside bus. The main bus for data transfer to and from the CPU,
memory, chipset, and AGP socket is called the front-side bus.

The size of a bus, called bus width, determines how much data can be
transmitted. It can be compared to the number of lanes on a motorway - the
larger the width, the more data can travel along the bus. For example, a 64-
bit bus can transmit 64 bits of data. Expansion slots allow users to install
expansion cards, adding features like sound, memory and network
capabilities.

Some computers utilize two or more processors. These consist of
separate physical CPUs located side by side on the same board or on separate
boards. Each CPU has an independent interface, separate cache, and
individual paths to the system front-side bus. Multiple processors are ideal
for intensive parallel tasks requiring multitasking. Multicore CPUs are also
common, in which a single chip contains multiple CPUs.

Task 1. Read and translate the text.

Task 2. Match the terms with their definitions:
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1 Expansion cards
A handles all processor control signals. It directs all
input and output flow, fetches code for instructions
from microprograms and directs other units and
models by providing control and timing signals.

2 motherboard B determines how much data can be transmitted.

C extra circuit boards that are used to increase the
3 control unit (CU)  [functions of a computer.

darithmetic D is a firm slotted board onto which computer
logic unit circuitry is attached.
5 bus width E is a major component of the central processing

unit of a computer system. It does all processes
related to arithmetic and logic operations that need
to be done on instruction words.

Task 3. Answer the questions:

. What is the main function of a computers processor?

. What unit of frequency is used to measure processor speed?
. What are the main parts of the CPU?

. What does ALU stand for? What does it do?

. What is the function of the system clock?

. What is a bus, backside bus, front-side bus?

. What do you know about multiple processors?

~N NN kW~

Task 4. Read attentively the text, make the summary in English using
the following clichés:

The text / article under review ...(gives us a sort of information
about...) The subject of the text is...

The article begins with the description of.., a review of..., the analysis
of... The article opens with ...

In conclusion ...

Main Memory
Random access memory (RAM) is a type of data storage used in

computers that is generally located on the motherboard. This type of memory
is volatile and all information that was stored in RAM is lost when the
computer is turned off. Volatile memory is temporary memory while ROM
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(read-only memory) is nonvolatile and holds data permanently when the
power is turned off.

The RAM chip may be individually mounted on the motherboard or in
sets of several chips on a small board connected to the motherboard. Older
memory types were in the form of chips called dual in-line package (DIP).
Although DIP chips are still used today, the majority of memory is in the
form of a module, a narrow printed circuit board attached to a connector on
the motherboard. The three main memory circuit boards types containing
chips are: RIMMs (Rambus in-line memory modules), DIMMs (dual in-line
memory modules) and SIMMs (single in-line memory modules). Most
motherboards today use DIMMs.

There are two main types of RAM: dynamic random access memory
(DRAM), or Dynamic RAM, and static random access memory (SRAM).
The RAM in most personal computers (PC’s) is Dynamic RAM. All dynamic
RAM chips on DIMMs, SIMMs or RIMMs have to refresh every few
milliseconds by rewriting the data to the module.

Static RAM (SRAM) is volatile memory and is often used in cache
memory and registers because it is a lot faster and does not require refreshing
like Dynamic RAM. SRAM retains information and is able to operate at
higher speeds than DRAM. Because DRAM is a lot cheaper than SRAM, it’s
common to see PC manufacturers use DRAM.

The BIOS (basic input/output system) uses ROM to control
communication with peripherals. The amount of RAM determines the
number of programs you can run simultaneously and how fast they operate.
RAM capacity can be expanded by adding extra chips, usually contained in
small circuit boards called dual in-line memory modules (DIMMs).

Read-only memory (ROM) is a type of storage medium that
permanently stores data on personal computers (PCs) and other electronic
devices. It contains the programming needed to start a PC, which is essential
for boot-up; it performs major input/output tasks and holds programs or
software instructions.

There are numerous ROM chips located on the motherboard and a few
on expansion boards. The chips are essential for the basic input/output system
(BIOS), boot up, reading and writing to peripheral devices, basic data
management and the software for basic processes for certain utilities.

Because ROM cannot be changed and is read-only, it is mainly used
for firmware. Firmware is software programs or sets of instructions that are

50



embedded into a hardware device. It supplies the needed instructions on how
a device communicates with various hardware components. Firmware is
referred to as semipermanent because it does not change unless it is updated.
Firmware includes BIOS, erasable programmable ROM (EPROM) and the
ROM configurations for software.

ROM may also be referred to as maskROM (MROM). MaskROM is a
read-only memory that is static ROM and is programmed into an integrated
circuit by the manufacturer. An example of MROM is the bootloader or solid-
state ROM, the oldest type of ROM.

Task 5. Answer the questions:

1. What are three main memory circuit boards types? Which type is
used more than others?

2. What type of memory is permanent and includes instructions
needed by the CPU?

3. What is the difference between two main types of RAM?

4. How can RAM be increased?

5. What do you know about the BIOS?

6. What is a firmware?

7. What is a MaskROM?

Text D. Input and Output Devices

A peripheral is a device performs input, output or storage
functions and is connected to CPU. In order for the computer to be of use to
us, there must be some types of mechanism for entering data into the
computer for processing. Devices which allow the task of data entry to be
performed are called input devices.

Input we use to perform the two basic computational tasks: data entry
and issuing commands. The most widely used input device is the keyboard,
which was adapted from the typewriter. The keyboard is the standard mean
for the user to input data into the computer. Unfortunately, it is not a very
satisfactory means of input because most people have little or no knowledge
of the layout of a typewriter keyboard.

The keyboard itself doesn’t contain any mechanism for creating
printed pages. Each time a key on the keyboard is pressed, an electronic
signal is sent to the system unit indicating which key was pressed. The
system unit and the software interpret this signal and take the appropriate
action.
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Some keys are added to terminal keyboards to fulfill special
functions. The most important of these is the RETURN or ENTRY key. This
is pressed by the user to indicate to the computer, by the sending of a
special code, that the typed line is complete and that the computer can now
analyze it. Other keys that may be present include a delete key which
when pressed deletes the character just typed, special function keys that can
be used for special purpose by different programs and one marked
CONTROL or CTRL which also has a particular function when used
with other keys. Some keyboards may also have a numeric keypad to the
right of the typewriter keyboard. This may be of help when entering
numeric data.

There are three keyboard layouts. The first is the standard IBM-
PC keyboard. The central portion of the keyboard consists of the
alphanumeric keys, that there are ten function keys (labeled F1 — F10) on the
top side of the keyboard, and there is a numeric keypad, much like that found
on a calculator, on the right side of the keyboard.

The function keys are keys which send special signals to the
system unit. The effect of pressing a given function key will depend on the
software which is currently in use.

The numeric keypad is useful when numeric data must be entered into
the computer. The numeric keypad serves two roles. The 1st role is the digits,
decimal points and addition and subtraction signs are active. The 2nd role is
the key of the keypad are used to control the small blinking box or line on the
screen which shows the user where the next typed character will be displayed.
This line is known as the cursor. The cursor control keys are the arrows (left,
right, up and down), PgUp , PgDn, Insert and Delete. But there are several
types of pointing device that are used to move the cursor and usually work in
conjunction with the keyboard. The most common pointing device is the
mouse, so called because it slides over the desktop and has a wire or ‘tail’
attached to the computer.

So a mouse is a hand-held device with a small rotating ball
embedded in the bottom. The mouse is an opto-mechanical input device. It
has three or two buttons which control the cursor movement across the
screen. Each software program uses those buttons differently. The Mouse’s
primary functions are to help users to draw, point and select images on
the computer display by moving the mouse across the screen. In general
software programs require to press one or more buttons, sometimes
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keeping them depressed or double-click them to issue changed in commands
and to draw or to erase images.

The Mouse slopes gently towards the front, so fingers rest
comfortably on the three (or two) buttons which respond easily, and click
when pressed. Especially this feature is helpful when user must «double-
click» the buttons to activate commands. Hardware installation is required
to utilize the mouse.

Another pointing device is a trackball, which performs like a
stationary upside-down mouse. A joystick is another pointing device,
one that is usually associated with playing computer games. A light-pen
isused to draw, write or issue commands when it touches the specially
designed monitor or screen. It is a pen-shaped device connected by a cable
to the terminal and a thin beam of light shines from the end. When the pen
is pressed on the screen, the co-ordinates of the point are fed to the computer.

A scanner permits entering text into a computer. There are flat-
bed scanners and hand-held scanners.

Perhaps the easiest way to enter data into a computer is by
speaking, called Voice Recognition. Source data input refers to data fed
directly into the computer without human intervention.

If the result of the processing is to be any use to us, the system unit must
somehow convey these results to us. Devices which are used for this purpose
are called output devices. Today, most outputs are visual in nature, produced
by two devices: a video display screen monitor or a printer. Most computer
outputs come in two forms: text and graphics. A monitor may be referred to
as a cathode Ray Tube (CRT) — a vacuum tube such as the picture tube on a
television set — that is used to generate the display on most monitors. Portable
computers usually rely on other, less bulky, technologies, such as liquid
crystal diode (LCD) or gas plasma displays. Each monitor has either a color
or a monochrome display and has varying degrees of picture sharpness. The
sharpness or resolution of a video display is often stated in term of the number
individual dots which can be displayed on the screen. These individual dots
are called pixels (picture elements). The typical display will allow 25 rows
and 80 columns of textual material.

Printers are output devices which produce hardcopy. Printers come in
all kinds of shapes and sizes, with varying capabilities and mechanisms for
printing. The important thing is the user must be sure that the printer
is appropriate to the type of output that he wishes to produce. There are
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three main types of printers: a dot-matrix printer, a letter quality printer and
a laser printer.

A dot-matrix printer produced output by having small pins strike
a ribbon, producing a pattern of dots on the paper. A letter quality printer uses
the same technology as a typewriter, with type holding the reserved images
of fully formed characters striking the ribbon. Dot matrix printers can also
produce both characters and graphics by building a pattern of dots.

A laser printer provides high-quality non-impact printing and offers the
highest quality texts and graphics printing for the desktop. A laser printer is
like a dot-matrix printer is produced by generating patterns of dots; this is
done electronically, so that the pattern can be extremely fine, making the
individual dots indistinguishable to the naked eye.

A letter quality printer is unable to produce both characters and
graphics by building a pattern of dots, because a dot pattern is not used
to produce characters. A letter quality printer allows the production of
documents with a high quality of printing at a relatively low cost.

There are another types of printers. Inkjet printers transfer
characters and images to paper by spraying a fine jet of ink. Like lasers, they
are able to print many different types of fonts and graphics.

Other printers include plotters, that use colored pens for scientific and
engineering drawing and thermal printers that use heat to form a
nonimpact image on paper.

Computer output can also be sent to another machine, device
or computer.  Computer output task involved  micrographics.
Micrographics is a way to store output on a film. Output is sent to a special
machine that reduces its size and records it 10 to 20 times faster than printing.

There are two methods of storing and accessing instructions or data in
auxiliary storage. One is direct access and the other is sequential access.

Direct access, called random access, means the data is stored in
a particular memory location. Direct access storage devices or DASD
are magnetic disk drives use for auxiliary storage. There are two types
of DASD: floppy disks and hard disks. Floppy disks are divided into
two sizes of portable magnetic disks, which are commonly in use. The first
of these is the 5.25 floppy disk. The second of these is the 3.5 floppy
disk. Both these disks are called diskettes, because the disk material itself is
astrong, flexible (floppy) plastic. The 5.25 disk has a heavy, but
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flexible, plastic envelope that protects the actual disk. The 3.5 disk has a
rigid plastic casing to protect the disk.

The capacity of disks is determined by the density with which
the metallic particles are placed on the disk; so the capacity of a disk is
expressed in terms of this density. A 5.25 double density disk can hold
ap proximately 360K bytes, a 5.25 high density disk can hold 1.2
megabytes. A 3.5 double density disk can hold 720K bytes, a 3.5 high density
disk can hold 1.44 megabytes.

Hard disks operate in a similar fashion to floppy disks, but the
disk itself is made from a rigid material — often aluminum. In most
personal computers the hard disk and the hard disk drive are single unit that
is permanently installed. The hard disk is a sealed unit manufactured to
fine tolerance, it can operate at higher speed and store more data and
information than floppy disk systems. A common size for a hard disk is 40
megabytes, which can hold as much data as over double density 5.25
floppies.

On disk type storage, data is magnetically laid out in tracks and sectors.
Track are concentric circles on which data is recorded. Sectors are pie-shaped
wedges that compartmentalize the data into the addresses for the head to
locate. Multiple head disks drives organize tracks into cylinders, a vertical
stack of tracks that make it easier for the head to locate the data.

Task 1. Look up the words in the dictionary. Write them down.

English Russian

a desktop
to install
a strip

a wedge
to slide
to attach
to insert
non-impact
a seal

a track

a slot

to delete
a keypad
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a double click

to utilize

a beam

apin

a dot

an auxiliary storage
density

Task 2. Read the text and translate it.

Task 3. Translate these word combinations into Russian:
. input, output or storage functions

. to be of use to us

. basic computational tasks

. the standard mean

. Interpret the signal

. numeric keypad

. central portion

. small blinking box

. small rotating ball embedded in the bottom
10. to transfer characters and images to paper

Task 4. Translate these into English:
. BBOJJHOE€ YCTPOMCTBO
. BBIBOJHOE YCTPONCTBO
. KllaBuarypa
. PC3YJIbTATUBHBIC KOMAH/IbI
. BBIIIOJIHATH CIICHUAJIbHBIC (1)YHKLII/II/I
. HarledaTaHHBIM CUMBOIJI
. Kypcop
. IBOMHOM IIIEITYOK
. HETKOCTH I/I306pa)KeHI/I$I
10. >xuaKui KPUCTAIUTHUECKUN O
Task 5. Fill in the gaps necessary words:
1. A peripheral is a ..... that performs input/ output or ..... functions.
2. There must be some type of mechanism for ..... data into the
computer for ..... .
3. Input is used to perform two basic computational tasks ..... and ..... :
4. There are three keyboard ..... :

OO OIS~ WN -

©

O© 00 ~NO U1~ W —
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5. The numeric ..... is useful when numeric data must be ..... into
the computer.
6. The mouse is a ..... unit with a small rotating ball.
7. A user must ..... the buttons to activate the command.
8. The system unit must ..... the results to us.
9. Printers are ..... devices which produce ..... .
10. ..... or ..... are magnetic disk drives use for auxiliary storage.
11. The ..... of disks is ..... by the density.
12. The ..... is a sealed unit, which is installed by the manufacturer.
Task 6. Fill in the prepositions:
1. A keyboard was adapted ..... the typewriter.
2. Special function keys can be used ..... special purpose .....
different programs.
3. There are 10 function keys ..... the top side of the keyboard.
4. Numeric data must be entered ..... the computer.
5. Joystick is usually associated ..... playing computer games.
6. A scanner permits entering text ..... a computer.
7. Vacuum tube is used to generate the display ..... most monitors.
8. Micrographics is a way to store output ..... film.
9. Floppy disks are divided ..... two sizes of portable magnetic disks.
10. The capacity of disks is determined by the density ..... which
the metal particles are placed ..... the disk.
Task 7. Give the definitions to the following terms:
. input device
. output device
. a keyboard
. a mouse
. a scanner
. a joystick
. voice recognition
. printer
. hard-disk
10. floppy disk
Task 8. Which sentences don’t correspond to the sense of the text:
1. Input we use to perform the two basic computational tasks:
data entry and issuing commands.

OO ~NOoO OIS WN -
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2. There are a lot of kinds of keyboards. IBM manufactures a
keyboard which has a split-keypad, gently sloping keyboard that fits
more closely to natural position of your hands and wrists.

3. The most common pointing device is the mouse. The mouse’s
primary functions are to help users to draw, point and select images on
the computer display.

4. There are a lot of output devices. The most convenient is
when scanner, printer and fax are united together in one.

5. There are several types of auxiliary storage. Floppy disks are
divided into two sizes: 5.25 floppy disk and 3.5 floppy disk.

Task 9. Answer the following questions:

1. What is the peripheral?

2. What can input units perform? Name the input units. Give them short
characteristics.

3. What can the output units perform? Name them and give
them short characteristics.

4. How many methods of storing and accessing instructions or
data are in the auxiliary storage?

5. How many types of disks do you know? Give the features to
the floppy disks, to the hard-disks?

Task 10. Fill in the gaps in the text with the appropriate words.

Most computer systems include a keyboard and some type of
device for basic data input. A mouse is standard equipment with most desktop
computer systems. For output, most computers include a display device. A

produces an image by spraying electrons toward the screen.
technology produces an image by manipulating light within a layer of I|qU|d

crystal cells. screen technology creates an on-screen image by
illuminating miniature fluorescent lights arrayed in a panel-like screen.
Image quality for a display device is a factor of screen size, , of

viewing angle, resolution, refresh rate, and color .

Task 11. Read the beginning of the dialogue. Think of your own
ending.

- Hallo, Nick! Where are you going?

- Hallo, Tommy! I’'m going to the reading room to read up for the
seminar.

- Oh, I’'m going to the reading room, too. I want to finish my report on
computer’s hardware.
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- Really? Great! I’d like to ask you some questions about computers if
you don’t mind.

- Sure. Go ahead.

The following expressions might be helpful:

*Twonder...if ... ?

* I’m not sure I’ll have to check ........ .

* That’s a very interesting question ..

* What else I’d like to

* Well, letmesee ...............

Task 12. Write the plan for retelling and retell the text.

Text E. What is Software?

Computer Software is a set of computer programs & instructions that
tell computer systems what to do. n simple language, the software is help the
user to interact with the computer system in which the user gives instructions
to the computer system.

The software can be used for any task, such as - playing games,
ordering food, designing, coding, typing & balancing your finances. Software
is usually made up of various different components. The different parts are
called modules and they cover different tasks, such as - communicating with
the user or managing data. Software is a general term that refers to computer
applications or computer programs. Today's computer software is available
in both types of work, such as - commercial and non-commercial software.
AutoCAD, Microsoft Office, Adobe Photoshop, PageMaker & Video editor
software are examples of commercial software. There are various types of
computer software but basically two types of computer software:

System Software

Applications Software

1. System Software

System software refers to a collection of programs & instructions that
enable a computer system to operate and control its hardware components.
There are varioustypes of hardwarein computers  system.
Basically, system software provides a platform for running various types of
application software. System software works as an intermediary between the
computer hardware & applications software. Operating system & device
drivers are examples of system software.
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2. Application Software

Application software is also known as an Application or simply an App.
These types of computer software are designed & developed to perform
specific tasks for users.
The main purpose of developing application software is to fulfill the various
needs of the users. Such as - Productivity, Entertainment, Communication,
Education & Data sharing.
Application software is developed for various platform users. Such as
- Desktop computers, Smartphones, tablets PC, Smartwatches & Laptops.
Word processors, Web browsers, Video games, Antivirus, Photo editors,
Video editors & spreadsheet software programs are examples of application
software.

What are the Examples of Software?

There are various examples of computer software, which are given
below.

Examples of System & Application Software

[

Internet Browser
Media Player
Operating System
Photo Editor
Video Editor
Antivirus Software

Application Software
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Game Software

Word Processors Software
VirtualBox

TeamViewer

WIinRAR

1. Web Browser

An Internet connection has become an
important part of our life. This time everyone uses
the internet because the internet helps to access
information easily and communicate with
anyone.

If you want to use the internet you need a
web or internet browser because the web browser
helps to access the information & other things.

A Dbrowser is an application software that lets you surf the internet,
using either your Mobile phone & Computer.

Web browser helps you to download files, Access Web Applications &
other things. There are different types of web browsers available now time
but Google Chrome, Safari & Firefox are the most popular internet browsers.
Opera & UC Browser are the most popular web browsers for smartphones. |
am sure you are reading this article in Chrome, UC Browser & Opera
Browser.

Internet Explorer, Google Chrome, Mozilla Firefox, Safari, Opera,
Konqueror, Lynx Browser these all are examples of web browsers application
software.

2. Media Player

The media player is a type of application software it is used to play all
types of audio & video files. Media players are available on various devices.
Such as - Personal Computer (PC), Chromebook, Mobile phones & Tablet
PC.

Examples of
Web
. Browsers

VLC media player, Windows Media Player, MediaMonkey, Media
Player Classic, iTunes & KMPlayer are examples of media players software.
There are two types of media player software which are given below.

1. Audio Player

An audio player is a type of media player application software it is used
to play audio files. Such as - Mp3 files, WAV, AIFF, AAC, OGG & WMA
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audio files.The audio player helps to play audio songs. Without the audio
player, you can not play any audio songs.

Audio player software enables the user to organize digital music,
podcasts & other audio files according to their own choice.
Audio player software Programs are available for various operating systems.
Such as - macOS, Windows OS, iOS, Android OS & Linux OS.

2. Video Player

A video player is a type of media player software it is used to play all
types of video formats. Such as - MP4, MOV, WMV, FLV, AVI & MKV.
Video player software comes with different features & interfaces and these
media Video player software is also able to play videos from your computer
derive & Pen drive.

Nowadays most computers come with a built-in media player for
playing videos but you may need additional video software if you want to do
more with your video player, such as - Recording Videos & other things.

3. Operating System

& - An operating system (OS) is a

computer’s software that manages the

O A e hardware and resources of the
o

machine.

The operating system is an
@ important element of a
computer because  the  operating
system (OS) operates the whole
computer system & controls the input & output operations of a computer.

Without the operating system computer system can not work. Every
smart device has its own operating system.

It provides basic commands, such as - Opening programs or reading
data from ROM Memory.

It also provides more complex commands like managing file systems
and network connections. There are various components of a computer
network.

Windows 11, Linux, Unix, DOS, Mac OS, Android, Chrome & Ubuntu
are examples of operating system.

4. Photo Editor

Photo editing software is a type of application software it is used to
modify photographs.
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Photo editing software helps to be users edit their photos, such as -
Enhancing or Slattering colors or Contrast, Adding artistic effects, Adjusting
image resolution, Brightness, Aize, Aropping, red-eye correction &
Sharpness.Today | am sure everyone uses a photo editor to edit their own
photos. There are various types of photo & graphics editors available but
Adobe Photoshop is the most popular photo editing software.

5. Video Editor

Video editing software is a type of application software it is used to edit
videos. Video editing software can also be used for professional works, such
as - Video Production & Film editing.
Video editor software helps users to produce video clips with text, graphics,
animation & sound. Video editors software helps to edit videos, such as - You
can easily crop the video, cut video, add filters to the video, add images to
the video & add sound to the video.
There are various video editing software available but Filmora video editor
software is the most popular video editor among YouTubers.

() 6. Antivirus Software
y (N)
é...m’ L i AVG Antivirus software is utility
U McAfee g *. software it is used to remove viruses and

a B et LS
= @it eseewe protect our computer system  from

2010

a = unwanted viruses.
o (] NOD32 ‘,g% | strongly recommend to all of you

AVIRA install antivirus software on your computer
system because antivirus software protects us from dangerous viruses that
steal our personal information, such as passwords, Credit card detail &
Internet banking detail.

Antivirus software helps you to protect yourself from a virus attack by
checking your computer system for malware & removing any threats found.

There are various Antivirus software is available this time but
Microsoft Defender, Norton AntiVirus, Avast, Norton 360 & Quick heal is
the most popular antivirus software.

7. Game Software

Game software is a type of application software it is used to play video
games. Today approx. kids & youngsters love to play video games because
video games are high  graphics  which  attract  more.
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There are different types of video games, such as - Games on consoles,
Games on handhelds & Computer games.

Games software is necessary to play most video games. Different
systems have different types of game software that can be used on them.

Grand Theft Auto, Red Dead Redemption 2, Street Fighter 6, Rocket
League & Minecraft are the most popular games on computer systems.

8. Word Processing Software

Word processors are a type of application software it is used to Create,
Edit & Export documents in different formats.
Word processors software is also known as word processing programs or just
plain word processors. There are various features of a word processor.

Word processor helps to create a document and provides a lot of
features to add to your document, such as - Font style, Font size, Bullet list,
Insert picture, Insert shapes, cut, copy, paste & AutoCorrect.
MS Word, Google Docs, iWork Pages, OpenOffice Writer, WordPerfect &
FocusWriter are examples of the word processing software.

9. VirtualBox

VirtualBox is a type of application software and this software is an
open-source virtualization software it is developed by Oracle Company.

VirtualBox is an Open-source software which means this software is
free at no charge to pay for use.

VirtualBox software helps to create and run virtual machines on their
own computer system & user can run multiple operating systems
simultaneously without the need for other computer systems.

There are various features of VirtualBox which are given below.

Guest additions.

Virtual networking.

USB device support.

Snapshot and restore.

Hardware virtualization.

10. TeamViewer

TeamViewer is a the most popular remote application software it is
used to access and control Computers & Mobile phones remotely.
Once the TeamViewer connection is established between the two computers
user can easily do various tasks, such as - Files transfer, Chat & Fixing issue.
TeamViewer software supports multiple operating systems, such as -
Windows, macQOS, Linux, iOS & Android.
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11. WinRAR

WINRAR is the most popular file compression software it is used to
compress files and folders into a single compressed archive Basically
WIinRAR helps to reduce the file size.
WInRAR software helps to do various task, such as - File Compression,
Archive Encryption, Splitting Archives, Archive Repair & Multi-volume
Archives.

Task 1. Read attentively the text, make the summary in English using
the following clichés:

The text / article under review ...(gives us a sort of information
about...) The subject of the text is...

The article begins with the description of.., a review of..., the analysis
of... The article opens with ...

In conclusion ...
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Unit 4. Programming and Languages

Reading

Before you read

. What do you know about programming and languages?
. What are the most popular nowadays?

Text A. Programs and programming languages

Computers can deal with different kinds of problems if they are given
the right instructions for what to do. Instructions are first written in one of the
high-level languages, e.g. FORTRAN, COBOL, ALGOL, PL/I, PASCAL,
BASIC, or C, depending on the type of problem to be solved. A program
written in one of these languages is often called a source program, and it
cannot be directly processed by the computer until it has been compiled,
which means interpreted into machine code. Usually a single instruction
written in a high-level language, when transformed into machine code results
in several instructions. Here is a brief description of some of the many high-
level languages:

FORTRAN acronym for FORmula TRANslation. This language is
used for solving scientific and mathematical problems. It consists of algebraic
formulae and English phrases. It was first introduced in the United States in
1954.

COBOL acronym for COmmon Business-Oriented Language. This
language is used for commercial purposes. COBOL, which is written using
English statements, deals with problems that do not involve a lot of
mathematical calculations. It was first introduced in 1959.

ALGOL acronym for ALGOrithmic Language. Originally called IAL,
which means International Algebraic Language. It is used for mathematical
and scientific purposes. ALGOL was first introduced in Europe in 1960.

PL/I Programming Language I. Developed in 1964 to combine features
of COBOL and ALGOL. Consequently, it is used for data processing as well
as scientific applications.

BASIC acronym for Beginner's All-purpose Symbolic Instruction
Code. Developed in 1965 at Dartmouth College in the United States for use
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by students who require a simple language to begin programming.

C developed in the 1970s to support the UNIX operating system. C is
a highly portable general-purpose language.

Other such languages are APL (developed in 1962), PASCAL (named
after Blaise Pascal and developed in 1971), and LISP and PROLOG, both of
which are used for work in artificial intelligence. LOGO is a development of
LISP which has been used to develop computer-based training (CBT)
packages.

When a program written in one of these high-level languages is
designed to do a specific type of work such as calculate a company's payroll
or calculate the stress factor on a roof, it is called an applications program.
Institutions either purchase these programs as packages or commission their
own programmers to write them to meet the specifications of the users.

The program produced after the source program has been converted
into machine code is referred to as an object program or object module. This
is done by a computer program called the compiler, which is unique for each
computer. Consequently, a computer needs its own compiler for the various
high-level languages if it is expected to accept programs written in those
languages. For example, in order that an IBM RS/6000 may process a
program in FORTRAN, it needs to have a compiler that would understand
that particular model and the FORTRAN language as well.

The compiler is a systems program which may be written in any
language, but the computer's operating system is a true systems program
which controls the central processing unit (CPU), the input, the output, and
the secondary memory devices. Another systems program is the linkage
editor, which fetches required systems routines and links them to the object
module (the source program in machine code). The resulting program is then
called the load module, which is the program directly executable by the
computer. Although systems programs are part of the software, they are
usually provided by the manufacturer of the machine.

Unlike systems programs, software packages are sold by various
vendors and not necessarily by the computer manufacturer. They are a set of
programs designed to perform certain applications which conform to the
particular specifications of the user. Payroll is an example of such a package
which allows the user to input data - hours worked, pay rates, special
deductions, names of employees - and get salary calculations as output. These
packages are coded in machine language (0s and 1s) on magnetic tapes or
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disks which can be purchased, leased,

or rented by users who choose the

package that most closely corresponds to their needs.

Vocabulary
English Russian
to deal with different kinds of | umerp nmemo c¢ pasHoro pona
problems npobieMamu

high-level languages

a source program

to compile

to be interpreted into machine code

to result in

to solve scientific and mathematical
problems

purpose

scientific applications

to require a simple language

to support

artificial intelligence

to purchase

to meet the specifications of the users
to convert into machine code

to be referred to as

to accept

the linkage editor

to link

to correspond to smb’s needs

A3BIKHA BBEICOKOI'O YPOBHA
[porpaMmma - UCTOYHUK
COCTaBJIISITh, COOMPATH
NNEpEeBOAUTHCA B MAaIIWnHHBIN
KO

HAMETH PE3YIBTaTOM

peiiatb HAYYHbIC U MaTCMaTH-
YEeCKHE 3a1a9H

1eNb

HAYy4YHOC NPUMCHCHUEC
TpeOOBaTh MPOCTOTO S3bIKA

MOJIJIEP>KUBATh

HCKYCCTBEHHBI MHTEIUICKT
MOKyTIaTh

OTBEYATh YCIIOBUSIM
ITOJIb30BaTeIIeH

npeBpalaTh B MAIIUHHBIN KOJT
Ha3bIBaThCSI
PUHUMATH

PEIaKTOp COCNUHCHUS
COCIIMHSATH
COOTBETCTBOBATh
MOTPEeOHOCTAM

YbUM-TO

Task 1. Read and translate the text.

Task 2. Give the Russian equivalents for the following word
combinations: to give the right instructions; to be interpreted into machine
code; to result in several instructions; to combine features of COBOL and
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ALGOL; to require a simple language; to support the UNIX operating
system; to meet the specifications of the users; to be converted into machine
code; to fetch required systems routines; the program, directly executable by
the computer.

Task 3. Give the English equivalents for the following words and word
combinations: 3aBHCETh OT THIIAa pEIIAEMOW MPOOJIEMBI; TMporpamma-
MCTOYHHUK; PEIIaTh HAYYHBIC 3a/1a4M; MCIOJIb30BAThCS JUII KOMMEPUYECKHX
LeJNei; MCKYCCTBCHHBIH HWHTEIUICKT; HAy4YHOE MPUMCHEHHE; IOKYIaTh;
MpojaBel]; 00ecreunBaTbCs TPOU3BOANUTENIEM; COOTBETCTBOBATH UYBHUM-TO
MOTPEOHOCTSAM.

Task 4. Agree or disagree with the statements using phrases of
agreement and disagreement. If you disagree, give the correct variant.

1. A source program cannot be directly processed by the computer until
it has been compiled.

2. FORTRAN is not as efficient as COBOL in solving scientific
problems.

3. COBOL is written using English statements.

4. BASIC was developed to help students.

5. ALGOL is used for work in artificial intelligence.

6. PL/I is used for mathematical purposes.

7. A computer needs its own compiler for the various high-level
languages.

8. The compiler is a systems program which may be written only in
PL/I.

9. Software packages are not written in high-level languages.

10. Different high-level languages suit different problems.

Task 5. Complete the sentences.

1. A ... is a program written in one of the high-level languages.

2. A program written in a high-level language must be interpreted into
before the computer will read and process it.

3. A program designed to perform a specific task is called an.

4. The ... is the program produced when the original program has been
converted into machine code.

5. A ...is a program that converts a high-level language into machine
code.

6. The systems program which fetches required systems routines and
links them to the object module is known as the.
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7. The is the program directly executable by the computer.

Task 6. Refer back to the text and find

Synonyms for the following words:

1. converted

2. buy

3. brings

4. agree with, comply with

5. rented

Antonyms for the following words:

1. lengthy

2. unchanged

3. separate

4. rejected

5. depending on

Task 7. Ask your group mates the questions about the text.

Task 8. Translate the sentences into English.

1. MHCTpyKIMM CHa4aja MUOIYTCS Ha OJHOM M3 SI3BIKOB BBICOKOTO
YPOBHS, B 3aBUCUMOCTH OT pelaeMoi mpoOJIeMBl.

2. KoMmnbroTepbl MOI'YyT HMETb A€J10 ¢ pa3HOTO POAA 3a/layaMHt, €CIIU UM
J1aBaTh MPaBUJIbHbIE HHCTPYKIUH.

3. Korma mporpamma, HamucaHHasi Ha OJHOM M3 SI3BIKOB BBICOKOI'O
YPOBHSI, CO3/1a€TCs AJIs BHIIOJIHEHUS 0c000r0 THIa paboThl, OHA HA3bIBAETCS
IIPUKJIAIHAs IPOrpaMMa.

4. TIporpaMmma-UCTOYHUK JOJIXKHA ObITh IIEpEBe/IeHa B MAIIMHHBII KO/,
YTOOBI KOMITBIOTEP MOT C HEel paboTaTh.

5. FORTRAN  wucnome3yercst A pEIIEHUs  HAy4YHbIX U
MaTeMaTU4ecKHUX 3a/ad.

6. COBOL Obu1 pa3paboTaH Juis HCIONB30BaHUS B KOMMEPYECKHX
LEJIsAX.

7. IIporpaMMHCTBI MUIIYT MPHUKIAJHBIE TPOrPAMMBI TaK, YTOOBI OHU
OTBEYaJIM yCIOBUSIM MOJIb30BATEICH.

8. IIporpammHbIe MAKeThl MOXKHO KYTUTh Y Pa3IMYHBIX IPOJIABIOB, HE
00s13aTeIbHO Y MPOU3BOUTENEH KOMIIBIOTEPOB.

Task 9. Match the following words in column A with the statements in
column B.

A B
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1. source program

a. to solve a particular problem

2. high-level languages

b. can be executed by the computer
directlv

3. applications program

c. program translated into machine
code

4. software packages

d. connects routines with programs in
mMemorv

5. object program

e. examples are COBOL and PASCAL

6. compiler

f. directs the processes of the computer
CPU and peripherals

7. systems program

g. groups of programs designed to
solve a specific problem

8. operating systems

h. written in a high-level language

9. linkage editor

i. computer needs one for each high-
level lancuace

10. load module

j. deals with the running of the actual
computer not with programming
problems.

Task 10. Summarize the information on different high-level computer
languages by completing the table below.

Date of
|anguage development

Purpose Characteristics

1959

Mathematical
and scientific

Combines
features
of COBOL and
ALGOL

BASIC
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to support Unix
operating system

1962

Task 11. Complete the sentences, choosing the appropriate form of the
words.
instruction, instruct, instructed, instructor

a) Our math*s explained to us the principles of binary arithmetic.
b) We were to document our programs very carefully.
c)Both and data have to be changed to machine code before the

computer can operate on them.

compilation, compiler, compile, compiled

a) Our university computer does not have a PASCAL

b) Usually, a programmer his program before he puts in the data.

C)A source program cannot be directly processed by the computer until
ithasbeen .

result, results, resulting

a) The linkage editor links systems routines to object module. The

program, referred to as the load module, is directly executed

by the computer.

b) The of these mathematical operations were obtained
from the university mainframe and not from my micro.

Task 12. Retell the text using conversational phrases.

Text B. Programs and programming languages

In this article, we will discuss programming languages and paradigms
so that you have a complete under-standing. Let us first inspect if there any
difference is.

The difference between programming paradigms and programming
languages is that programming language is an artificial language that has
vocabulary and sets of grammatical rules to instruct a computer to perform
specific tasks. Programing paradigm is a particular way (i.e., a 'school of
thought') of looking at a programming problem.
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The term programming language usually refers to high-level languages,
such as BASIC, C, C++, COBOL, FORTRAN, Ada, N

and Pascal. Each language has a unique set of
keywords (words that it understands) and a special
syntax for organizing program instructions. High-level,
programming languages, while simple compared to%
human languages, are more complex than the
languages the computer actually understands, called machine languages.
Each different type of CPU has its own unique machine language. Assembly
languages are lying between machine languages and high-level languages.
Assembly languages are similar to machine languages, but they are much
easier to program in because they allow a programmer to substitute names
for numbers. Machine languages consist of numbers only. Lying above high-
level languages are languages called fourth-generation languages (usually
abbreviated 4GL). 4GLs are far re- moved from machine languages and
represent the class of computer languages closest to human languages.
Regardless of what language you use, you eventually need to convert your
program into machine language so that the computer can understand it. There
are two ways to do this: compile the program and interpret the program. A
program that executes instructions is written in a high-level language. There
are two ways to run programs written in a high-level language. The most
common is to compile the program. To transform a program written in a high-
level programming language from source code into object code. Programmers
write programs in a form called source code. Source code must go through
several steps before it becomes an executable program. The first step is to
pass the source code through a compiler, which translates the high-level
language instructions into object code. The final step in producing an
executable program -- after the compiler has produced object code -- is to
pass the object code through a linker. The linker combines modules and gives
real values to all symbolic addresses, thereby producing machine code.

The other method is to pass the program through an interpreter. An
interpreter translates high-level instructions into an intermediate form, which
it then executes. In contrast, a compiler translates high-level instructions
directly into machine language. Compiled programs generally run faster than
interpreted programs. The advantage of an interpreter, however, is that it does
not need to go through the compilation stage during which machine
instructions are generated. This process can be time-consuming if the

Pascal

. ¢ . High level language

« | Assembly language

Machine languge K

Hardware
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program is long. The interpreter, on the other hand, can immediately execute
high-level programs. For this reason, interpreters are sometimes used during
the development of a program, when a programmer wants to add small
sections at a time and test them quickly. In addition, interpreters are often
used in education because they allow students to program interactively. Both
interpreters and compilers are available for most high-level languages.
However, BASIC and LISP are especially designed to be executed by an
interpreter. In addition, page description languages, such as PostScript, use
an interpreter. Every PostScript printer, for example, has a built-in interpreter
that executes PostScript instructions. The question of which language is best
IS one that consumes a lot of time and energy among computer professionals.
Every language has its strengths and weaknesses. For example, FORTRAN
is a particularly good language for processing numerical data, but it does not
lend itself very well to organizing large programs. Pascal is very good for
writing well- structured and readable programs, but it is not as flexible as the
C programming language. C++ embodies powerful object-oriented features,
but it is complex and difficult to learn. The choice of which language to use
depends on the type of computer the program is to run on, what sort of
program it is, and the expertise of the programmer. Computer programmers
have evolved from the early days of the bit processing first generation
languages into sophisticated logical designers of complex software
applications. Programming is a rich discipline and practical programming
languages are usually quite complicated. Fortunately, the important ideas of
programming languages are simple (See Appendix V).

Usually, the word "paradigm™ is used to describe a thought pattern or
methodology that exists during a certain period of time. When scientists refer
to a scientific paradigm, they are talking about the prevailing system of ideas
that was dominant in a scientific field at a point in time. When a person or
field has a paradigm shift, it means that they are no longer using the old
methods of thought and approach, but have decided on a new approach, often
reached through an epiphany.

Programming paradigm is a framework that defines how the user
conceptualized and interprets complex problems. It is also is a fundamental
style or the logical approach to programming a computer based on a
mathematical theory or a coherent set of principles used in software
engineering to implement a programming language. There are currently 27
paradigms (see the chart above) exist in the world. Most of them are of similar
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concepts extending from the 4 main programming paradigms.

Programming languages should support many paradigms. Let us name
4 main programming paradigms: the imperative paradigm, the functional
paradigm, the logical paradigm, the object-oriented paradigm. Other possible
programming paradigms are: the visual paradigm, one of the parallel/
concurrent paradigms and the constraint-based paradigm. The paradigms are
not exclusive, but reflect the different emphasis of language designers. Most
practical languages embody features of more than one paradigm.

Each paradigm supports a set of concepts that makes it the best for a
certain kind of problem. For example, object-oriented programming is best
for problems with a large number of related data abstractions organized in a
hierarchy. Logic programming is best for transforming or navigating
complex symbolic structures according to logical rules. Discrete synchronous
programming is best for reactive problems, i.e., problems that consist of
reactions to sequences of external events. Programming paradigms are
unique to each language within the computer programming domain, and
many programming languages utilize multiple paradigms. The term paradigm
is best described as a "pattern or model.” Therefore, a programming paradigm
can be defined as a pattern or model used within a soft- ware programming
language to create software applications. Languages that support these three
paradigms are given in a classification table below.

Imperative/ Declarative Object-Oriented
Algorithmic Functional Logic
Programming Programming
Algol Lisp Haskell ML  [Prolog Smalltalk Simula
Cobol PL/1 [Miranda APL C++
Ada C Java
Modula-3
Esterel

Popular mainstream languages such as Java or C++ support just one or
two separate paradigms. This is unfortunate, since different programming
problems need different programming concepts to solve them cleanly, and
those one or two paradigms often do not contain the right concepts. A
language should ideally support many concepts in a well-factored way, so
that the programmer can choose the right concepts whenever they are needed
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without being encumbered by the others. This style of programming is
sometimes called multiparadigm programming, implying that it is something
exotic and out of the ordinary.

Programming languages are extremely logical and follow standard
rules of mathematics. Each language has a unique method for applying these
rules, especially around the areas of functions, variables, methods, and
objects. For example, programs written in C++ or Object Pascal can be purely
procedural, or purely object-oriented, or contain elements of both paradigms.
Software designers and programmers decide how to use those paradigm
elements. In object-oriented programming, programmers can think of a
program as a collection of interacting objects, while in functional
programming a program can be thought of as a sequence of stateless function
evaluations. When programming computers or systems with many
processors, process-oriented programming allows programmers to think
about applications as sets of concurrent processes acting upon logically
shared data structures. Just as different groups in software engineering
advocate different methodologies, different programming languages
advocate different programming paradigms. Some languages are designed to
support one particular paradigm (Smalltalk supports object-oriented
programming, Haskell supports functional programming), while other
programming languages support multiple paradigms (such as Object Pascal,
C++, C#, Visual Basic, Common Lisp, Scheme, Perl, Python, Ruby, Oz and
F Sharp).

It is helpful to understand the history of the programming language and
software in general to better grasp the concept of the programming paradigm.
In the early days of software development, software engineering was
completed by creating binary code or machine code, represented by 1s and
0s. These binary manipulations caused programs to react in a specified
manner. This early computer programming is commonly referred to as the
"low-level™ programming paradigm. This was a tedious and error prone
method for creating programs. Programming languages quickly evolved into
the "procedural™ paradigm or third generation languages including COBOL,
Fortran, and BASIC. These procedural programming languages define
programs in a step-by-step approach.

The next evolution of programming languages was to create a more
logical approach to software development, the "object oriented"”
programming paradigm. This approach is used by the programming
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languages of Java™, Smalltalk, and FEiffel. This paradigm attempts to
abstract modules of a program into reusable objects.

In addition to these programming paradigms, there is also the
"declarative” paradigm and the "functional” paradigm. While some
programming languages strictly enforce the use of a single paradigm, many
support multiple paradigms. Some examples of these types include C++, C#,
and Visual Basic®.

Each paradigm has unique requirements on the usage and abstractions
of processes within the programming language. Nevertheless, Peter Van Roy
says that understanding the right concepts can help improve programming
style even in languages that do not directly support them, just as object-
oriented programming is possible in C with the right programmer attitude.

By allowing developers flexibility within programming languages, a
programming paradigm can be utilized that best meets the business problem
to be solved. As the art of computer programming has evolved, so too has the
creation of the programming paradigm. By creating a framework of a pattern
or model for system development, programmers can create computer
programs to be the most efficiency within the selected paradigm.

Task 1. Look up in the dictionary how to pronounce and to translate the
unknown words/ keywords. Write them down in the dictionary.

Task 2. Find and learn Russian equivalents for the following words and
ex- pressions:

1)constraint programming a)
2) discrete synchronous b)
programming

3) software applications C)
4) concurrent processes d)
5) step-by-step approach e)
6) external event f)
7) assembly language )
8) source code h)

Task 3. Find and learn English equivalents for the following words and
expressions:
I)mporpamma,paboTarorasic a)
a6CTpaKTHLIMI/I TUIIaMU JAaHHBIX
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2)pearupyromue npoOiemsl )
(M3MeHstolue

CBOE IIOBEJCHHME B OTBET Ha
KOHKPETHBIC CUTYAIINN)

3)oreHouHAas byHKIHA 0e3|C)
3aIIOMUHAHUS

COCTOSIHUS O CETEBBIX IMTPOTOKOJIAX
4)HU3KOYPOBHEBOE d)
MPOrpaMMHUPOBAHUE
5)ysI3BUMBIH JUTsI OIIHOOK e)
6)11peoOpa3OBBIBATEUCXOTHBIC f)
TEKCTBI

MTPOrPAMMEBI B O0BEKTHBIC MOJTYJIN
7)00BEKTHBII KO/, 00BEKTHAsS|()
mporpamma
8)cTaansi KOMOMISIAN h)
Task 4. Translate the following sentences into Russian.

1. However, it does not mean that constraint programming is restricted to
CLP.

2. Data abstraction is a programming (and design) technique that relies
on the separation of interface and implementation.

3. In computer science, a low-level programming language is a
programming language that provides little or no abstraction from a
computer's instruction set architecture.

4. Early systems were frequently error-prone and difficult to modify
be- cause they made widespread use of global data.

5. Functional programming a program can be thought of as a
combination of stateless function evaluations.

Task 5. Give a short summary of the text.
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Unit 5. Data and Databases

Reading
Before you read
. What do you know about databases?
. What are the reasons for using databases?

Text A. Databases

File and database concepts

In the broadest definition, a database is a collection of data. Today,
databases are typically stored as computer files. The tasks associated with
creating, maintaining, and accessing the information in these files are
referred to as data management, file management, or database management.
The basic element of a structured file is a field. It contains the smallest unit
of meaningful information. Each field has a unique field name that describes
its contents. For example, in the Vintage Music Shop database, the field name
Album Title describes a field containing the name of an album, such as Hard
Day’s Night. A field can be variable length or fixed length. A variable-length
field is like an accordion — it expands to fit the data you enter, up to some
maximum number of characters. A fixed-length field contains a
predetermined number of characters (bytes). The data you enter in a fixed-
length field cannot exceed the allocated field length. Moreover, if the data
you enter is shorter than the allocated length, blank spaces are automatically
added to fill the field.

In the world of computing, a record refers to a collection of data fields.
Computer databases typically display records as rows in a table or as forms.
Each kind of record is referred to as a record type. It is usually shown without
any data in the fields. A record that contains data is referred to as a record
occurrence, or simply a record.
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A structure file that contains only one record type is often referred to
as a flat file. Flat files can be used to store simple data, such as names and
addresses. In contrast, a database can contain a variety of different record
types. A key characteristic of a database is its ability to maintain relationships
so that data from several record types can be consolidated or aggregated into
essentially one unit for data retrieval and reporting purposes. In database
jargon, a relationship is an association between data that’s stored in different
record types. For example, Vintage Music Shop’s Customers record type is
related to the Orders record type because customers place orders.

An important aspect of the relationship between record types is
cardinality. Cardinality refers to the number of associations that can exist
between two record types. When one record is related to many records, the
relationship is referred to as a one-to-many relationship. A many-to-many
relationship means that one record in a particular record type can be related
to many records in another record type, and vice versa. The relationship
between record types can be depicted graphically with an entity-relationship
diagram (sometimes called an “ER diagram™ or “ERD”).

Several database models exist. Some models work with all the
relationships described earlier in this section, whereas other models work
with only a subset of the relationships. The four main types of database
models in use today are hierarchical, network, relational, and object
oriented. The simplest database model arranges record types as a hierarchy.
In a hierarchical database, a record type is referred to as a node or “segment”.
The top node of the hierarchy is referred to as the root node. Nodes are
arranged in a hierarchical structure as a sort of upside-down tree. A parent
node can have more than one child node. But a child node can have only one
parent node.

The network database model allows many-to-many relationships in
addition to one-to-many relationships. Related record types are referred to as
a network set, or simply a “set”. A set contains an owner and members. An
owner is similar to a parent record in a hierarchical database. A member is
roughly equivalent to a child record. The most popular database model today
is a relational database model. It stores data in a collection of related tables.
Each table (also called a “relation”) is a sequence, or list, of records. All the
records in atable are of the same record type. Each row of a table is equivalent
to a record and is sometimes called a tuple. Each column of the table is
equivalent to a field, sometimes called an attribute. Relationships can be
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added, changed, or deleted on demand. An object-oriented database stores
data as objects, which can be grouped into classes and defined by attributes
and methods. A class defines a group of objects by specifying the attributes
and methods these objects share. The attributes for an object are equivalent
to fields in a relational database. A method is any behavior that an object
is capable of performing. There is no equivalent to a method in a non-object-
oriented database.

Task 1. Read the text and try to guess the meaning of the words in bold.
Check your variants in the dictionary.

Task 2. Mark the following statements as True or False.

1. The field is a basic element of a structured file.

2. The field contains the biggest unit of meaningful information.

3. The length of a field is always fixed.

4. Simple data, such as names and addresses, can be stored in flat files.

5. Every relation is a sequence, or list, of records.

6. Relationships can be changed or deleted on demand.

Task 3 Find and learn Russian equivalents for the following words and
ex- pressions:

1)a collection of data a)
2) database management b)
3) meaningful information C)
4) a fixed-length field d)
5) a record type e)
6) a flat file f)
7) a key characteristic of a database |g)
8) cardinality h)
9) a one-to-many relationship i)
10) a root node )

Task 4. Translate the following sentences into Russian.

1.The basic element of a structured file is a field.

2.Each field has a unique field name that describes its contents.

3.A field can be variable length or fixed length.

4.A record refers to a collection of data fields.

5.Flat files can be used to store simple data, such as names and
addresses.

6.An important aspect of the relationship between record types is
cardinality.
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7.A database can contain a variety of different record types.

8.The simplest database model arranges record types as a hierarchy.
9.The top node of the hierarchy is referred to as the root node.
10.Relationships can be added, changed, or deleted on demand.
Task 5. Give a short summary of the text.

Text B How databases work

People have kept track of information and data in many ways.
Sometimes it was by using an elaborate file system, a ledger, or even a box.
As computers be- come more popular and less expensive, many people find
it easier to store information on the computer. The most common way to store
large amounts of information with a computer is by using a database (DB) --
a structured collection of records or data that is stored in a computer system.
The structure is achieved by organizing the data according to a database
model. You can think of a database as an electronic filing system. A collection
of information organized in such a way that a computer program can quickly
select desired pieces of data.

In the early days of computing, a database generally consisted of a
single file that was divided into data blocks that in turn consisted of records
and fields within records. The COBOL language was (and is) particularly
suited to reading, processing, and writing data in such files. This flat file
database model is still used for many simple applications including “home
data managers.” However, for more complex applications where there are
many files containing interrelated data, the flat file model proves inadequate.

In 1970, computer scientist E. F. Codd proposed a relational model for
data organization. In the relational model, data is not viewed as files
containing records, but as a set of tables, where the columns represent fields
and the rows individual entities (such as customers or transactions).
Relational databases usually also enforce referential integrity. This means
preventing changes to the database from causing inconsistencies. For
example, if table A and table B are linked and a record is deleted from table
A, any links to that record from records in table B must be removed.
Similarly, if a change is made in a linked field in a table, records in a linked
table must be updated to reflect the change. During the 1980s, the dBase
relational database program became the most popular DBMS on per- sonal
computers. Microsoft Access is now popular on Windows systems, and
Oracle is prominent in the UNIX world. Beginning in the 1980s, SQL
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(Structured Query Language) became a widely used standard for querying
and manipu- lating data tables, and most DBMS implement SQL.

All computer databases are made up of tables. These tables contain
records and each record is made up of some number of fields, columns and
rows which are designed to provide an organized or arranged mechanism for
managing, storing and retrieving information. A field is a single piece of
information; a record is one complete set of fields; and a file is a collection
of records. For example, a telephone book is analogous to a file. It contains a
list of records, each of which consists of three fields: name, address, and
telephone number. An alternative concept in database design is known as
Hypertext. In a Hypertext database, any object, whether it is a piece of text, a
picture, or a film, can be linked to any other object. Hypertext databases are
particularly useful for organizing large amounts of disparate information, but
they are not designed for numerical analysis.

To access information from a database, you need a database
management system (DBMS). This is a collection of programs that enables
you to enter, organize, and select data in a database.

Increasingly, the term database is used as shorthand for database
management system.

Databases are useful as one can manipulate data, update records in
bulk, perform complex calculations and retrieve records that match particular
criteria.

The collected information could be in any number of formats
(electronic, printed, graphic, audio, statistical, combinations). There are
physical (paper/print) and electronic databases. A database could be as simple
as an alphabetical arrangement of names in an address book or as complex as
a database that provides information in a combination of formats.

For instance, bibliographic databases provide a descriptive record of an
item, but the item itself is not provided in the database. Information about the
item is provided, including such things as author, title, subject, publisher, etc.
The information provided is called a citation. Sometimes a short summary or
abstract of the item is provided as well. Examples of bibliographic databases
include the GALILEO database Social Sciences Abstracts, or the Internet
Movie Database on the World Wide Web. A full-text database provides the
full-text of a publication. For example, Research Library in GALILEO
provides not only the citation to a journal article, but often the entire text of
the article as well. "College Source Online" offers full-text of 20,000 college
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catalogs, so rather than having to request a catalog from several colleges to
make comparisons, you can gather information from all colleges you're
interested in at one time.

Some databases provide numeric information, such as statistics or
demographic information. Examples of these are (link will open in a pop-up
window) Census Bureau databases and databases containing stock market
information. You can also find databases that collect only image information
(EBSCOhost image collection), audio information (MP3 or wav files), or a
combination of any of the above types. CNN's site has a search option that
provides access to news articles and the original video and audio files that
accompanied them. Me- ta-databases are databases that allow one to search
for content that is indexed by other databases. GOLD is an example of this
kind of database. If you find a citation for an article in one of the bibliographic
databases and want to determine if the article is available in full-text in
another database, you could do a search for the journal in GALILEO in
Journals A-Z to get a list of all the databases that index that specific
publication.

There are thousands of different types and manufacturers of computer
databases. A few common examples are Microsoft's Access, Oracle and
MySQL. Some computer databases are completely free, while others cost
tens of thou- sands of dollars. Databases are used around the world by nearly
every business in the twenty-first century, including vast government
databases that contain huge amounts of information about citizens.

If you’re familiar with spreadsheets like Microsoft Excel, you’re
probably already accustomed to storing data in tabular form. It’s not much of
a stretch to make the leap from spreadsheets to databases. Just like Excel
tables, database tables consist of columns and rows. Each column contains a
different type of at- tribute and each row corresponds to a single record. For
example, imagine that we were building a database table that contained
names and telephone numbers. We’d probably set up columns named
“FirstName”, “LastName” and “Telephone Number.” Then we’d simply start
adding rows underneath those columns that contained the data we’re planning
to store. If we were building a table of contact information for our business
that has 50 employees, we’d wind up with a table that contains 50 rows.

Databases are actually much more powerful than spreadsheets in the
way you’re able to manipulate data. Here are just a few of the actions that
you can perform on a database that would be difficult if not impossible to
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perform on a spreadsheet:

 Retrieve all records that match certain criteria

e Update records in bulk

e Cross-reference records in different tables

e Perform complex aggregate calculations

You can correlate information from multiple tables in a database by
creating foreign key relationships between the tables.

Task 1. Find and learn Russian equivalents for the following words
and ex- pressions:

1) flat file database a)
2) interrelated data b)
3) relational model C)
4) manipulating data table d)
5) access information e)
6) data bulk f)
7) physical database o))
8) numeric h)
information=numerical

information

9) pop-up window i)
10) candidate key i)

Task 2. Find and learn English equivalents for the following words and
ex- pressions:
1)  [ETOCTHOCTh  CCHUIOYHBIX |A)
JaHHBIX, CChIJIOYHAA LECJIOCTHOCTD

2) OTpasuTh W3MEHCHMSI b)
3) obparmarsces ¢ 3armpocoM K 0ase [C)
JTAHHBIX

4) cuctemaymnpasieHus 6azamu  |d)
naHHbIX, CYBJ]
5) oubmmorpadpmueckas  Oasale)

aHHBIX

6) nojHOTeKCcTOBas Oa3a jaHHbIX |f)
7) rpaduueckast ”HGOpMaIHs 9)
8) cymMmmapHble BBIYMCICHHUS h)
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9) BHENTHUI KITIOY )
10) Tabauia )

Task 3. Translate the following sentences into Russian.

1. Some can manipulate only one collection of data-a table at a time;
these database programs are called flat-file database managers.

2. When a firewall detects suspicious activity, it sends an alert in the
form of a pop-up window or email to notify the computer's user or the
network man- ager that someone might have tried to break in.

3. When a calculation uses an aggregate function, it's called an
aggregate calculation which you create by defining a new calculated field.

4. In the context of relational databases, a foreign key is a referential
constraint between two tables.

5. Referential integrity is a relational database concept in which
multiple tables share a relationship based on the data stored in the tables, and
that relationship must remain consistent.

Task 4. Answer the following questions.

1. What is a database?

2. What is a research database?

3. What is the difference between a database and the Internet?

4. If a database is so much like a spreadsheet, why can’t we just use a
spreadsheet?

5. What is DBMS?

6. What is a Database system?

7. The DBMS acts as an interface between what two components of an
enterprise-class database system?

8. What are the advantages of DBMS?

9. What are the disadvantages in File Processing System?

10. Describe the three levels of data abstraction?

11. Who is MySQL named after? What does it stand for?

12. Why are there so many database models?

13. Are there undiscovered new models?

14. Is there an ultimate data model?

Text C Advantages of computer data processing
Computer-oriented data processing systems or just computer data
processing systems are not designed to imitate manual systems. They should
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combine the capabilities of both humans and computers. Computer data
processing systems can be designed to take advantage of four capabilities of
computers.

Accuracy. Once data have been entered correctly into the computer
component of a data processing system, the need for further manipulation by
humans is eliminated, and the possibility of error is reduced. Computers,
when properly programmed, are also unlikely to make computational errors.
Of course, computer systems remain vulnerable to the entry by humans of
invalid data.

Ease of communications. Data, once entered, can be transmitted
wherever needed by communications networks. These may be either earth or
satellite-based systems. A travel reservations system is an example of a data
communications network. Reservation clerks throughout the world may
make an enquiry about transportation or lodgings and receive an almost
instant response. Another example is an office communications system that
provides executives with access to a reservoir of date, called a corporate data
base, from their personal microcomputer work stations.

Capacity of storage. Computers are able to store vast amounts of
information, to organize it, and to retrieve it in ways that are far beyond the
capabilities of humans. The amount of data that can be stored on devices such
as magnetic discs is constantly increasing. Thus the cost per character of data
stored is decreasing.

Speed. The speed, at which computer data processing systems can
respond, adds to their value. For example, the travel reservations system
mentioned above would not be useful if clients had to wait more than a few
seconds for a response. The response required might be a fraction of a second.

Thus, an important objective in the design of computer data processing
systems is to allow computers to do what they do best and to free humans
from routine, error-prone tasks. The most cost-effective computer data
processing system is the one that does the job effectively and at the least cost.
By using computers in a cost-effective manner, we will be better able to
respond to the challenges and opportunities of our post-industrial, in-
formation-dependent society.

Vocabulary
English Russian
to take advantage of smth BOCTIOJIb30BaThCS U.-II.
capability CIIOCOOHOCTH, BO3MOKHOCTh
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accuracy

to eliminate

error-prone

to remain vulnerable
invalid data
communications networks
travel

instant response

TOYHOCTb, IPABHIILHOCTh
YCTPaHATh, yIAIATh, OTMEHAThH
NOJBEPKEHHBIHN OIMOKaM
0CTaBaThCS YSI3BUMBIM
HEBEPHBIC JTAHHBIC

CCeTH Tepeiayn JaHHbIX/ CBS3U
nepemMeIeHue, myThb, X0
MI'HOBEHHBIH OTBET (peakius)

to respond OTBEYaTh, PEarupoBaTh

access JIOCTYM, OOpanieHue

capacity of storage 00beM (€MKOCTh) MaMsTH

to retrieve U3BJICKATh, BBIOMPATH
(1aHHBIE);  BOCCTAHABIIMBATH
(chaiir)

value 3HAYEHHE, BEIUYNHA

objective 1eITh, TpeOOBaHKE

cost-effective DKOHOMHUYHBIN; DKOHOMUYECKH
OIpaBJIaHHBIN

challenge TPYAHOCTB, NPEMATCTBHE,

MPEJICTaBISTh TPYIHOCTD

Task 1. Read and translate the text.

Task 2. Find English equivalents for these words: cucrema 06paboTku
I/IH(bOpMaI_[I/II/I KOMIIBIOTEPOM; OCTaBaTbCsAd YA3BHMBIM; HCEIAOIIYCTUMBIC
JaHHBIC; JICTKOCTb OCYHICCTBJICHHUA CBsA3H; CETh II€pE€Aadu I/IH(bOpMaI_[I/II/I;
CHCTCMBI, OCHOBAHHBIC Ha  HCIIOJb30BaHUU CIIYTHHKOB; MNOJIYyYUTb
MTI'HOBEHHBIN OTBCT, HaBOIUTb CIIpaBKH; XPaHUWIAIIC JaHHBIX,
KOpIIOpaThuBHas 0aza JaHHBIX; 00BeM mamMATU; 3allOMHHATb OI'POMHOC

KOJIMYECTBO I/IH(bopMaI_[I/II/I; HN3BJICKATb I/IH(l)OpMaI_II/IIO; )1068.BI/ITL 3HAYUMOCTHU.
Task 3. Match the terms to their definitions:

data elements the process of entering collected into a data
processing system

database the part of the computer that receives and
stores data for processing

record a written language symbol

keyboard a set of related facts

outputting the most common input device
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inputting a collection of related data elements

character directing the sequence of the operations
performed

controlling saving information for further processing

storing the process of producing useful
information

memory meaningful  collections  of related
characters

Task 4. Answer the questions:
1. What capabilities should data-processing systems combine when
designed?
2. What are the main advantages of computers?
. What do you know of computers accuracy?
. What is the function of communication networks?
. Give examples of a data communication network.
. What do you understand by capacity storage?
. What other values of computer data processing systems do you

NN DB W

know?

8. What is an important objective in the design of computer data
processing systems?

9. What is the most effective computer data processing system?

10. What is the best way of responding to the challenges and opportuni-
ties of our post-industrial society?

Task 5. Choose the correct answer:

1. Computer data ... system gets free humans from routine error-prone
tasks.

a) counting; b) computing: ¢) processing

2. Computers can store vast amount of information to organize it and

. it

a) to travel; b) to retrieve; c) to respond

3. The entered data can be transmitted by ... networks.

a) communications; b) conversions; ¢) procession

4. The possibility of ... is reduced if data were correctly put into the
data processing system.

a) character; b) access; c) error
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5. Computer data processing systems can ... at a fraction of a second.

a) receive; b) respond; c) retrieve

6. Computer systems are vulnerable to the entry of ... data.

a) invalid; b) invariable; c) invisible

7. As soon as data were entered into the system correctly, the human
... 18 limited.

a) computation; b) information; ¢) manipulation

8. The amount of data stored on magnetic discs is constantly ... .

a) decreasing; b) increasing; c) eliminating

Unit 6. The Internet Access
Reading

Before you read

e  What do you know about The Internet Access?
e  What are the reasons for using Internet?

Text A. The Internet or www?

The Internet has become so ubiquitous it's hard to imagine life without
it. It's equally hard to imagine a world where "www" isn't the prefix of many
of our online activities. But just because the Internet and the World Wide
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Web are firmly intertwined with each other, it doesn't mean they're
synonymous. Let's go back to when it all began.

Mention the history of the Internet to a group of people, and chances
are someone will make a snarky comment about Al Gore claiming to have
invented it. Gore actually said that he "took the initiative in creating the
Internet”. He promoted the Internet's development both as a senator and as
vice president of the United States. So how did the Internet really get started?
Believe it or not, it all began with a satellite. It was 1957 when the then Soviet
Union launched Sputnik, the first man-made satellite. Americans were
shocked by the news. The Cold War was at its peak, and the United States
and the Soviet Union considered each other enemies. If the Soviet Union
could launch a satellite into space, it was possible it could launch a missile at
North America. President Dwight D. Eisenhower created the ARPA in 1958
as a direct response to Sputnik's launch. ARPA's purpose was to give the
United States a technological edge over other countries. One important part
of ARPA's mission was computer science. In the 1950s, computers were
enormous devices that filled entire rooms. They had a fraction of the power
and processing ability you can find in a modern PC. Many computers could
only read magnetic tape or punch cards, and there was no way to network
computers together. ARPA aimed to change that. It enlisted the help of the
company Bolt, Beranek and Newman (BBN) to create a computer network.
The network had to connect four computers running on four different
operating systems. They called the network ARPANET. By October 29,
1969, the first ARPANET network connection between two computers was
launched and promptly crashed. But happily, the second time around was
much more successful and the Internet was born. More and more computers
were added to this ever-increasing network and the megalith we know today
as the Internet began to form. Although other groups were working on ways
to network computers, ARPANET established the protocols used on the
Internet today. Moreover, without ARPANET, it may have taken many more
years before anyone tried to find ways to join regional networks together into
a larger system. In 1973, engineers began to look at ways to connect
ARPANET to the PRNET. A packet radio network connects computers
through radio transmitters and receivers. Instead of sending data across phone
lines, the computers use radio waves. It took three years, but in 1976
engineers successfully connected the two networks. Technicians joined the
SATNET to the other two networks in 1977. They called the connection
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between multiple networks internetworking, or the Internet for short. Other
early computer networks soon joined. They included USENET, BITNET,
CSNET and NSFNET. In 1990, Tim Berners-Lee developed a system
designed to simplify navigation on the Internet. In time, this system became
known as the World Wide Web. It didn't take long for some people to
mistakenly identify the Internet and the Web as the same thing. The
Internet is a global interconnection of computer networks; the World Wide
Web is a way to navigate this massive network. In sailing terms, it's like
comparing an ocean to a ship.

Most early Internet users were government and military employees,
graduate students and computer scientists. Using the World Wide Web, the
Internet became much more accessible. Colleges and universities began to
connect to the Internet, and businesses soon followed. The creation of the
World Wide Web came with the help of a man named Tim Berners-Lee. In
1990, he developed the backbone of the World Wide Web the HTTP. People
quickly developed browsers which supported the use of HTTP and with that
the popularity of computers skyrocketed. In the 20 years during which
ARPANET ruled the Internet, the worldwide network grew from four
computers to more than 300,000. By 1992, more than a million computers
were connected only two years after HTTP was developed.

You might be wondering at this point what exactly HTTP is -- it's
simply the widely used set of rules for how files and other information are
transferred between computers. So what Berners-Lee did, in essence, was
determine how computers would communicate with one another. For
instance, HTTP would've come into play if you clicked the source link in the
last paragraph or if you typed the http://www.iseu.by URL into your browser
to get to our university page. But don't get this confused with Web page
programming languages like HTML and XHTML.. We use those to describe
what's on a page, not to communicate be- tween sites or identify a Web page's
location.

So, if there is any difference between www and the Internet? To answer
this question, let's look at each element. Simply, the Internet is a network of
networks and there are all kinds of networks in all kinds of sizes. You may
have a computer network at your work, at your university or even one at your
house. These networks are often connected to each other in different
configurations, which is how you get groupings such as LANs and regional
networks. Your cell phone is also on a network that is considered part of the
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Internet, as are many of your other electronic devices. And all these separate
networks added together are what constitute the Internet. Even satellites are
connected to the Internet.

The World Wide Web, on the other hand, is the system we use to access
the Internet. The Web isn't the only system out there, but it's the most popular
and widely used. (Examples of ways to access the Internet without using
HTTP include e-mail and instant messaging.) As mentioned on the previous
page, the World Wide Web makes use of hypertext to access the various
forms of information available on the world's different networks. This allows
people all over the world to share knowledge and opinions. We typically
access the Web through browsers, like Internet Explorer and Mozilla Firefox.
By using browsers like these, you can visit various Web sites and view other
online content.

So another way to think about it is to say the Internet is composed of
the machines, hardware and data; and the World Wide Web is what brings
this technology to life.

Task 1. Read the text and try to guess the meaning of the words in bold.
Check your variants in the dictionary.

Task 2. Find and learn English and Russian the definitions for the
following abbreviations

1) ARP a)
2) ARPANET )
3) PRNET 0)

4) SATNET __ [d)
5) USENET o)
6) BITNET )

7) CSNET 9)
8) NSFNET )
9) WWW i)
10) HTTP i)
11) URL K)

Task 3. Answer the following questions and think over five more
questions, which you could ask your partner about.

1. Is there any fundamental difference between the Internet and the
World Wide Web?
2. Why it's so easy for us to link them together in our minds?
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3. What are the advantages and disadvantages of our ever-increasing
use of computer technology?

Text B. The Internet

The Internet, a global computer network which embraces millions of
users all over the world, began in the United States in 1969 as a military
experiment. It was designed to survive a nuclear war. Information sent over
the Internet takes the shortest path available from one computer to another.
Because of this, any two computers on the Internet will be able to stay in
touch with each other as long as there is a single route between them. This
technology, known as packet switching, in which data meant for another
location is broken up into little pieces, each with its own “forwarding
address” had the promise of letting several users share just one
communications line. Owing to this technology, if some computers on the
network are knocked out (by a nuclear explosion, for example), information
will just route around them. One such packet switching network already
survived a war. It was the Iraq computer network which was not knocked out
during the Gulf War.

Most of the Internet host computers (more than 50%) are in the United
States, while the rest are located in more than 100 other countries. Although
the number of host computers can be counted fairly accurately, nobody knows
exactly how many people use the Internet, there are millions, and their
number is growing by thousands each month worldwide.

The most popular Internet service is e-mail. The people, who have
access to the Internet, use the network for sending and receiving e-mail
messages. Every person connected can communicate with anyone on the
Internet, or to use any public resources available in it, to publish any
documents and ideas, to sell or to buy products and online goods and services.
The Internet is based on the number of protocols and services. It is first of all
TCP/IP protocol. HTTP protocol is used to retrieve a hypertext, graphics,
audio and video and other media content. SMTP/POP3 allows to send and to
receive e-mail. XML/web services give a great opportunity for developers to
the powerful client-server applications.

In many developing countries the Internet may provide businessmen
with a reliable alternative to the expensive and unreliable
telecommunications systems of these countries. Commercial users can
communicate over the Internet with the rest of the world and can do it very
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cheaply. When they send e-mail messages, they only have to pay for phone
calls to their local service providers, not for calls across their countries or
around the world. But who actually pays for sending e-mail messages over
the Internet long distances, around the world? The answer is very simple: a
user pays his service provider a monthly or hourly fee. A part of this fee goes
towards its costs to connect to a larger service provider. And a part of the fee
got by the larger provider goes to cover its cost of running a worldwide
network of wires and wireless stations.

However, there are some problems in the Internet. The most acute one
is security. When you send an e-mail message to somebody, it can travel
through many different networks and computers. The data is constantly
directed towards its destination by special computers called routers. Because
of this, it is possible to get into any computer along the route, intercept and
even change the data. In spite of the fact that there are many strong encoding
programs available nearly all the information being sent over the Internet is
transmitted without any form of encoding, i.e. “in the clear”

People use the Internet for different purposes. It can be used in business
for providing access to complex databases; businessmen can conduct
transactions and negotiations over the Internet. With the Internet it is possible
to get information on nearly all the subjects, so it is very helpful for students
in their study. You can also do research, download music, play interactive
games, shop, talk in chat rooms and communicate with your friends using e-
mail. The possibilities of the internet seem to be unlimited.

Vocabulary
English Russian

to embrace millions of users OXBaThIBaTh MUJLTUOHBI
M0JIb30BaTeNen

to survive a nuclear war BBDKUBATh B SJICPHOM BOMHE

the shortest path available CaMblil KOPOTKUN JOCTYMHBIN
nyTh

to stay in touch OCTaBaThCs Ha CBSI3U

route MapuipyT

packet switching technology TEXHOJIOT U HaKETHOTO
MEPEKIIOYCHUS

owing to this technology Onmarogaps STOW TEXHOJIOTHH

to be knocked out BBIXOUTH U3 CTPOS

host computer cepBep
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can be counted fairly accurately

to be based on the number of
protocols and services

to retrieve

to provide

reliable alternative

a monthly or hourly fee

to cover the cost
wires and wireless stations

an acute problem

to be directed towards the
destination

router

to intercept

to be transmitted without any form
of encoding

encoding programs

to provide access to complex
databases

to conduct transactions and
negotiations

unlimited possibilities

MOXET  OBITh
JIOBOJIHO TOYHO
OCHOBBIBaTbCsS Ha HECKOJIBKHX
MPOTOKOJIAX U yCIyrax
HaXO0JIUTh, BOCCTAHABIINBATh
o0ecreunBarh

HAJIC)KHAS aTbTePHATUBA
IIOMECsYHasi WJIM I10YacoBast
omiara

MOKPBIBATh CTOUMOCTD
MPOBOJIHBIE W OECIPOBOIHEBIE
CTaHIUU

ocTpast mpodieMa
HAIPABIIATHCS K
Ha3HAYEHUS
MapIIpyTH3aTop
nepexBaThIBaTh
nepeaaBarbesi 0e3 Kakow- 0o
(bOpMBI KOTUPOBAHUS
KOJIMPYIOIIHE TPOTPaMMBbl
o0ecneunBaTh JOCTYTI K
KOMIIUIEKCHBIM 0a3aM JaHHBIX

- IPOBOAMTH CHCIKH H
MIePETOBOPHI

Oe3rpaHuYHBIC BO3MOKHOCTH

HOJCYUTAHO

MecTy

Task 1. Read and translate the text.

Task 2. Give the Russian equivalents for the following word
combinations:

information takes the shortest path available; data is broken up into
little pieces; to be knocked out by a nuclear explosion; host computer; to
use any public resources available; to provide businessmen with a reliable
alternative; to cover the cost; the data is constantly directed towards its
destination; in spite of the fact that; the information is transmitted without
any form of encoding; to provide access.

Task 3. Give the English equivalents for the following word

96



combinations:

TEXHOJIOTHSI TIAKETHOTO TEPEKIIIOYCHHS, UHPOpMAIHUsS OOOUIET UX;
MOXKET OBITH MOJICYUTAHO JOBOJBHO TOYHO; MMETh NOCTyn B WHTEpHeT;
TUTATUTh TOMECSYHYIO HITH [TOYACOBYIO IUIATY; MPOBOJHBIE M OECIIPOBOIHBIE
CTaHIIMM, TICPEXBATHIBATh M MEHATH JAHHBIC, CHIILHBIC KOJUPYIOIIHE
MIPOTpaMMBbl; HCIOIB30BATh IS PA3TUYHBIX IIEIICH.

Task 4. Answer the questions to the text. Extend your answers to short
situations.

1. What is the Internet?

2. What was the Internet originally designed for?

3. What does the packet switching technology mean?

4. What is a host computer? Where are most of the host computers
located?

5. How many users of the Internet are there in the world?

6. The most popular Internet service is buying products and online
goods and services, isn’t it?

7. What is the Internet based on?

8. What possibilities does the Internet give businessmen?

9. Whom do you pay for using the Internet?

10. What kinds of fees are there?

11. Are there any problems in the Internet?

12. How can the data be protected?

13. For what purposes do people use the Internet?

14. How often and for what purposes do you use the Internet?

15. Does the Internet make our life easier? Would it be more difficult
to do without it?

Task 5. Translate the sentences into English.

1. BcemupHasi KoMIlbloTepHasi ceThb Obuia pa3paborana B CIIA B
1969r. I HaunHanack Kak BOCHHBIM SKCIIEPUMEHT.

2. lHTepHeT 0XBaThIBa€T MUJUTMOHBI TIOJIH30BATENEH IO BCEMY MUDY, U
HeJb3s TOYHO MOJICYUTATh, CKOJIBKO JIFOJICH MONb3YEeTCs M.

3. FIlHTepHET OCHOBBIBAETCS HA HECKOJIBKUX MMPOTOKOJIAX M YCIyrax.

4. Ionynsipaocts HTEpHETA pacTET C KAXKIBIM JTHEM 110 BCEMY MUDY.

5. bnaromapst TEXHOJIOTMM TAKETHOTO MEPEKIIOYCHHs], JI0ObIe J1Ba
KOMITbIOTepa B MIHTepHETE CMOTYT OCTaBaThCs Ha CBSI3U, MMOKA MEXIYy HUMU
CYIIECTBYET OJJMH MapIIPYT.

6. IHTepHET MOXKET UCTONB30BAThCS IS PA3IMYHBIX LIeTei, OH MaéT
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0e3rpaHMYHbIE BOBMOXXHOCTH KaXXIOMY YEJIOBEKY, IIOAKIIOUEHHOMY K HEMY.

7. Takast ceTb MOXKET BBIKUTH B SIICPHOM BOMHE, JA’Ke €CJIM HEKOTOPbIE
KOMITBIOTEPBI BBIMAYT U3 CTPOSI.

8. lHTepHeT MOo3BOJISIET BAM OCTAaBaThCs HA CBSA3H C BAlLIUMU JIPY3bsIMHU,
KOTOpbIE HaXOAATCS JAJIEKO OT Bac.

9. MHorue nrOIM NONB3YIOTCA CaMOMl MOMYJSIPHOM yCIIyrol B
WNHuTepHere - 3NEKTPOHHOW MOYTOM, YTOOBI MOJNy4aTh M OTHPABIATH
AJIEKTPOHHBIE COOOIICHUS.

10. 3a monp3oBaHue MHTEpHETOM MBI IJIATUM TOMECSYHYIO WM
[IOYaCOBYIO IUIATy CBOEMY CEpPBUCHOMY IIPOBalEpy.

I1. Yacte muarel 3a MHTEpHET COCTaBIIAET MOKPBITUE CTOUMOCTH
nepeiadyu IPOBOJIHBIX M OECIIPOBOIHBIX CTaHITHI.

12. be3omacHOCTh — 3TO OAHAa M3 NPOOIEM, CYUIECTBYIOLIUX B
WNHrepHere.

13. MapuipyTr3aTopbl HalIPaBJIAIOT JaHHBIE K MECTY Ha3HAYEHHS.

14. Ecniu  wndopmanms mepemaetcss 0e3  Kakou-mub0  hopMbl
KOJTUPOBAHUS, OHA MOXET OBITh IIEpexXBayeHa XaKepaMHu.

15. UtoOb1 3ammTuTh HMHGPOPMAIINIO, HCIOJIb3YUTE KOIUPYIOIIHNE
MIPOrpaMMBl.

16. IaTepHer - 3TO OTIMYHAs BO3MOXXHOCThH Il OW3HECMEHOB
MOJTyYUTh JOCTYT K 0a3aM JaHHBIX.

Task 6. Give the summary of the text.

Task 7. Retell the text using conversational phrases.

Task 8. Work in pairs. Compose a dialogue. Discuss your using the
Internet.

Task 9. Which of the activities you your friends, your parents use the
Internet for?

Complete and send your chart to make a survey. Use the words:

e every day

« once a week

e Never

Activity I My My friends
parents

Browse/surf the web
Send/receive e-mails
Get information about
hobbies and interests
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Get product or service
information

Read the news

Get information for
schoolwork

Get travel information
Download images or
photos

Task 10. Translate the sentences into Russian.

1. The Internet is the greatest invention ever and it has made a
significant impact on our lives.

2. Nowadays the Internet connects people all around the world.

3. Our modern life will stop without the net because it helps to make
on-line business transactions, manage our bank accounts, pay our gas or
electricity bills and send important e-mails.

4. The Internet is the largest source of information.

5. The Internet saves our time and money.

6. On-line chatting through social networking websites is more
comfortable for Internet users with the lack of social skills.

7. We can also download our favourite movies or songs, listen to radio
channels or play games.

8. We can do on-line shopping choosing the desirable thing at the best
price. And then we just click “Order the delivery”.

9. some people become rather addicted to it and spend all days long
surfing the net, on-line dating or playing games.

10. Over-using the net can be dangerous because new technology
victims start neglecting their families, friends, work and real hobbies.

Task 11. Fill in all the gaps using the words from the box.

browsers click content copyright design
format Internet layout World Wide Web

Tim: Hey! What are you looking at, Barbara?
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Barbara: | am taking a class called 21st Century Advertising. The
teacher wants us to study different web sites to learn about web page

Tim: That sounds like a great class for people who are studying
business.

Barbara: It is. The is the future of business. And the
IS going to be the storefront of the next century. To be competitive, businesses
have to adapt their current advertising techniques. However, creating a good
web site is much more difficult than most people think.

Tim: Have you discovered anything interesting which you consider to
be well designed?

Barbara: Yeah, this site is fantastic. Take a look. It’s very artistic and

the technical is convenient and very logical. It also looks good in
different . | have already viewed it in Microsoft Explorer and
Firefox. The is also fantastic; the size and shape of the text are

perfect. | am going to borrow some of their techniques when | make my own
web page for class.

Tim: Borrowing ideas is OK, but you have to remember that the

of all web pages is legally protected.

Barbara: | know. Our professor taught us about intellectual rights. He
told us that infringement is a real concern for people who publish
on the Web.

Tim: That’s right. Hey, that picture says “continue on”. Why don’t you

there so we can see the next page.

Barbara: OK.

Task 12. Read attentively the text, make the summary in English using
the following clichés:

The text / article under review ...(gives us a sort of information
about...) The subject of the text is...

The article begins with the description of.., a review of..., the analysis
of... The article opens with ...

In conclusion ...

How do I connect to the Internet?

Once you've set up your computer, you may want to purchase home
Internet access so you can send and receive email, browse the Web, stream
videos, and more. You may even want to set up a home wireless network,
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commonly known as Wi-Fi, so you can connect multiple devices to the
Internet at the same time.

Types of Internet service

The type of Internet service you choose will largely depend on which
Internet service providers (ISPs) serve your area, along with the types of
service they offer. Here are some common types of Internet service.

Dial-up: This is generally the slowest type of Internet connection, and
you should probably avoid it unless it is the only service available in your
area. Dial-up Internet uses your phone line, so unless you have multiple
phone lines you will not be able to use your landline and the Internet at the
same time.

DSL: DSL service uses a broadband connection, which makes it much
faster than dial-up. DSL connects to the Internet via a phone line but does not
require you to have a landline at home. And unlike dial-up, you'll be able to
use the Internet and your phone line at the same time.

Cable: Cable service connects to the Internet via cable TV, although
you do not necessarily need to have cable TV in order to get it. It uses a
broadband connection and can be faster than both dial-up and DSL service;
however, it is only available where cable TV is available.

Satellite: A satellite connection uses broadband but does not require
cable or phone lines; it connects to the Internet through satellites orbiting the
Earth. As a result, it can be used almost anywhere in the world, but the
connection may be affected by weather patterns. Satellite connections are
also usually slower than DSL or cable.

3G and 4G: 3G and 4G service is most commonly used with mobile
phones, and it connects wirelessly through your ISP's network. However,
these types of connections aren't always as fast as DSL or cable. They will
also limit the amount of data you can use each month, which isn't the case
with most broadband plans.

Choosing an Internet service provider

Now that you know about the different types of Internet service, you
can do some research to find out what ISPs are available in your area. If you're
having trouble getting started, we recommend talking to friends, family
members, and neighbors about the ISPs they use. This will usually give you
a good idea of the types of Internet service available in your area.

Most ISPs offer several tiers of service with different Internet speeds,
usually measured in Mbps (short for megabits per second). If you mainly
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want to use the Internet for email and social networking, a slower connection
(around 2 to 5 Mbps) might be all you need. However, if you want to
download music or stream videos, you'll want a faster connection (at least 5
Mbps or higher).

You'll also want to consider the cost of the service, including
installation charges and monthly fees. Generally speaking, the faster the
connection, the more expensive it will be per month.

Although dial-up has traditionally been the least expensive option,
many ISPs have raised dial-up prices to be the same as broadband. This is
intended to encourage people to switch to broadband. We do not recommend
dial-up Internet unless it's your only option.

Hardware needed

Modem

Once you have your computer, you really don't need much additional
hardware to connect to the Internet. The primary piece of hardware you need
IS a modem.

The type of Internet access you choose will determine the type of
modem you need. Dial-up access uses a telephone modem, DSL service uses
a DSL modem, cable access uses a cable modem, and satellite service uses a
satellite adapter. Your ISP may give you a modem—often for a fee—when
you sign a contract, which helps ensure that you have the right type of
modem. However, if you would prefer to shop for a better or less expensive
modem, you can choose to buy one separately.

Router

A router is a hardware device that allows you to connect several
computers and other devices to a single Internet connection, which is known
as a home network. Many routers are wireless, which allows you to create a
home wireless network, commonly known as a Wi-Fi network.

You don't necessarily need to buy a router to connect to the Internet.
It's possible to connect your computer directly to your modem using an
Ethernet cable. Also, many modems include a built-in router, so you have the
option of creating a Wi-Fi network without buying extra hardware.

Setting up your Internet connection

Once you've chosen an ISP, most providers will send a technician to
your house to turn on the connection. If not, you should be able to use the
instructions provided by your ISP—or included with the modem—to set up
your Internet connection.
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After you have everything set up, you can open your web browser and
begin using the Internet. If you have any problems with your Internet
connection, you can call your ISP's technical support number.

Home networking

If you have multiple computers at home and want to use all of them to
access the Internet, you may want to create a home network, also known as a
Wi-Fi network. In a home network, all of your devices connect to your router,
which is connected to the modem. This means everyone in your family can
use the Internet at the same time.

Your ISP technician may be able to set up a home Wi-Fi network when
installing your Internet service. If not, you can review our lesson on How to
Set Up a Wi-Fi Network to learn more.

If you want to connect a computer that does not have built-in Wi-Fi
connectivity, you can purchase a Wi-Fi adapter that plugs into your
computer's USB port.

Introduction to Internet safety

There's almost no limit to what you can do online. The Internet makes
it possible to access information quickly, communicate around the world, and
much more. Unfortunately, the Internet is also home to certain risks, such as
malware, spam, and phishing. If you want to stay safe online, you'll need to
understand these risks and learn how to avoid them.

Adopting a safer mindset

Computers can often give us a false sense of security. After all, no one
can physically harm you through a computer screen. But to stay safe online,
you'll want to take a more cautious approach. Here's one way to think about
it: Treat the Internet as you would a shopping mall.

Most people don't consider a mall to be an especially dangerous place.
You can go there to shop and meet up with friends. But there are also small
things you may do to stay safe, even if you don't think about them very often.
For example, you probably wouldn't leave your car unlocked or give your
credit card number to a stranger.

Apply this same mindset whenever you're online. You shouldn't be
afraid to use the Internet, but remember that it comes with many of the same
risks you'd face in the real world. Throughout this tutorial, we'll show you
how to prepare for these risks so you can be online without putting yourself
in danger.
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Hacker is a term used by some to mean "a clever programmer" and by
others, especially those in popular media, to mean “someone who tries to
break into computer systems."

1) Eric Raymond, compiler of The New Hacker's Dictionary, defines a
hacker as a clever programmer. A "good hack" is a clever solution to a
programming problem and "hacking” is the act of doing it. Raymond lists
five possible characteristics that qualify one as a hacker, which we paraphrase
here:

* A person who enjoys learning details of a programming language or
system

* A person who enjoys actually doing the programming rather than just
theorizing about it

* A person capable of appreciating someone else's hacking

* A person who picks up programming quickly

A person who is an expert at a particular programming language or
system, as in "UNIX hacker"

Raymond deprecates the use of this term for someone who attempts to
crack someone else's system or otherwise uses programming or expert
knowledge to act maliciously. He prefers the term cracker for this meaning.

2) The term hacker is used in popular media to describe someone who
attempts to break into computer systems. Typically, this kind of hacker would
be a proficient programmer or engineer with sufficient technical knowledge
to understand the weak points in a security system.

A cracker is someone who breaks into someone else's computer system,
often on a network; bypasses passwords or licenses in computer programs;
or in other ways intentionally breaches computer security. A cracker can be
doing this for profit, maliciously, for some altruistic purpose or cause, or
because the challenge is there. Some breaking-and-entering has been done
ostensibly to point out weaknesses in a site's security system.

The term “cracker" is not to be confused with "hacker”. Hackers
generally deplore cracking. However, as Eric Raymond, compiler of The
New Hacker's Dictionary notes, some journalists ascribe break-ins to
"hackers."

A classic story of the tracking down of a cracker on the Internet who
was breaking into U.S. military and other computers is told in Clifford Stoll's
The Cuckoo's Egg.
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Unit 7. Protection Information

Reading

Text A. Protection of information

1. Rapid development of automation processes and the penetration of
the computers in all fields of life have led to appearance of a range of peculiar
problems. One of these problems is the necessity of providing effective
protection to information and means of its processing.

2. A lot of ways to access information, considerable quantity of
qualified specialists, vast use of special technical equipment in social
production makes it possible for violators practically at any moment and in
any place carry out the actions, which represent a threat to information safety.

3. Particular role in this process has been played by appearance of
personal computer (PC), which has made computers, software and other
informational technologies available to general public. Wide distribution of
PC and impossibility of conducting effective control of their use have
resulted in the decreasing security level of information systems.

In the current situation, data processing has moved the problems of
information security forward to the rank of most important problems of
national economy. Solving the problem of poor information security
presupposes a complex of measures. First of all, such actions of government
as development of classification system, documentation of information and
protection methods, data access regulations and punishing measures against
information security violators.

State informational sources

4. Formation of state informational sources is carried out by citizens,
state authorities, organizations and social unions. Documents, which belong
to a person, can be included in the state structure of informational sources, of
course, if the person wishes. State informational sources are open and
generally available. Documented information with limited access is divided
into state secret and confidential information.

Citizen information (personal information)

5. Personal data refers to confidential information. The collection,
storage, use and distribution of private information are not allowed. The
information, which breaks personal and family secret, secret of
correspondence, telephone, postal, telegraph talks and other messages of a
person without his/her permission, is also confidential. Personal data may not
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be used with purpose of causing damage to person's property and reputation,
difficulties of realization its right. Collected data must be limited to necessary
information. The information, which carries strong probability of causing
damage to a citizen's interests shouldn't be collected.

There are some categories of personal information:

secret documents;

official department rules and instructions;

information, which is not to be made public in accordance with
legislative acts;

confidential business information;

information, which touches private life of a person;

information of financial institutions;

Development and production of informational systems

6. All types of informational systems and networks, technologies and
means of their providing compose a special branch of economic activity,
whose development is defined by the state scientific, technological and
industrial policy of informatization.

State and non-state organizations and, of course, the citizens have equal
rights in terms of access to the development and producing of informational
systems, technologies.

Owner of informational systems

7. The informational systems, technologies and means of their
providing can be the property objects of juridical person, non-juridical person
and state. The owner of informational system is a person, who purchased
these objects or got as a gift, heredity or by any other legal way. The
informational systems, technologies and means of their providing can be
considered as a good (product), if the producer rights are not broken. The
owner of informational system determines the using conditions of this
product.

Copyrights and property rights

8. Copyrights and property rights on informational systems,
technologies and means of their providing can be belong to different persons.
The owner of informational systems has to protect copyrights in accordance
with legislation. Informational systems and databases, intended for citizens'
and organizations' informational service, are subjected to certification
according to the established custom. The organizations, which work in the
field of making design, producing the means of information protection and
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personal data treatment, must obtain licenses to conduct such activity. The
steps for obtaining license are defined by the legislation.

Taskl. Find English equivalents of the following words and word co
mbinations: npejicTaBiaTe  yrpody  HMHGOPMAIMOHHON  0E30MacHOCTH,
npepiaraeT KOMIUIEKC MeEp, CIOCOObl 3alluThl, CpencTBa oO0paboTKH,
mmpokoe pacrpoctpanenne [IK, pemmuts mpoGiemy, mTpadHBIE MEpEHI,
oCymecTBIATh 3()(HEKTUBHBIA KOHTPOJIb, HAPYUIMTEIH HH(POPMAIMOHHON
0€30MacHOCTH, OOIIECTBEHHOE MIPOHU3BO/ICTBO, POHUKHOBEHHE
KOMITIOTEPOB BO Bc€ cdepbl KU3HHU, HEOOXOJUMOCTh OOECreYUTh
3¢ GEKTUBHYIO 3aILUTY.

Task 2. Say whether the following statements are true or false.

1. State organizations have more legal rights than non-state ones in
terms of access to the development and producing of informational systems,
technologies

2. Documents which belong to a person can be included in the state
structure of informational sources if it is necessary for the state.

3. The owner of informational systems is a person who got it by any
legal way.

4. Informational systems and databases, intended for citizens’ and
organizations’ informational service, are not obligatory subjected to
certification.

5. The informational systems, technologies and means of their
providing can be considered as a good.

6. The organizations, which work in the field of making design,
producing the means of information security and personal data must obtain
licenses.

Task 3. Complete the following sentences choosing the most suitable
variant.

1.The development of computer technology has moved the problems
of information security to the rank of ...

a) most serious problems of industrial policy

b) most important problems of national economy

c¢) most significant problems of economic activity

2. The collection, storage, use and distribution of private information

a) are permitted for employers
b) are carried out by state institutions
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c) are not allowed by the law

3. The development of data processing technology has led to the
appearance of ...

a) official department rules and instructions

b) information of financial institutions

¢) the necessity of providing effective protection to information

4. The fact of great number of computer users means ...

a) the definite risk to security

b) poor quality of processing of information

c) slower access to data resources

5. The organizations, which work in the field of making design,
producing the means of information protection and personal data treatment
must ...

a) determine the using conditions of their product

b) use new informational services at homes

¢) obtain licenses to conduct such activity

Task 4. Answer the questions.

What information is considered confidential?

How may personal data be used?

What are the categories of personal information?

Task 5. Translate the sentences into English.

1. Uudopmanmonnass 0e30MacHOCTh  SBJISIETCS  TPOIECC  3aIlUThI
nHpopmaIuu.

2. MHorue npeanpusTs UCKIFYUTEIBHO Ha OCHOBE HMH(OpMAIUH,
XPaHSIIEHCS B KOMITBIOTEPAX.

3. [lepcoHanpHble  JaHHBIC  COTPYIHUKOB, CIUCKH  KJIMEHTOB,
3apa0oTHas Ij1ata, OAHKOBCKHE PEKBU3UTHI, MApKETHHI M TPOIAXKHU
UHGPOPMAITUU MOXKET OBITh COXPaHEHBI B 0a3¢ JaHHBIX.

4. Cucrembl MH(GOPMALMOHHOW  0E30MACHOCTH  JIOJDKHBI  OBIThH
peanr30BaHbl A 3alIUTHI 3TOW HH(OpMaIUH.

5. Habop npouenyp u cucteM He0OXOAUMO IPUMEHSATH Y3PPEKTUBHOTO
CAeP KUBAHMS TOCTyIa K HH(OpMAIUH.

Task 6. Speak about the significance of protection of information.

Text B. Tips for personal information protection
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Protecting your personal information can help reduce your risk of
identity theft. There are four main ways to do it: know who you share
information with; store and dispose of your personal information securely,
especially your Social Security Number; and maintain appropriate security
on your computers and other electronic devices.

Before you share information at your workplace, a business, your
child’s school, or a doctor’s office, ask why they need it, how they will
safeguard it, and the consequences of not sharing.

Be Alert to Impersonators

Make sure you know who is getting your personal or financial
information. Don’t give out personal information on the phone, through the
mail or over the Internet unless you’ve initiated the contact or know who
you’re dealing with. If a company that claims to have an account with you
sends email asking for personal information, don’t click on links in the email.
Instead, type the company name into your web browser, go to their site, and
contact them through customer service. Ask whether the company really sent
a request.

Safely Dispose of Personal Information

Before you dispose of a computer, get rid of all the personal
information it stores. Use a wipe utility program to overwrite the entire hard
drive.

Before you dispose of a mobile device, check your owner’s manual for
information on how to delete all the information permanently, and how to
save or transfer information to a new device. Remove the memory or
subscriber identity module (SIM) card from a mobile device.

Encrypt Your Data

Keep your browser secure. To guard your online transactions, use
encryption software that scrambles information you send over the internet. A
“lock” icon on the status bar of your internet browser means your information
will be safe when it’s transmitted. Look for the lock before you send personal
or financial information online.

Keep Passwords Private

Use strong passwords with your laptop, credit, bank, and other
accounts. Be creative: think of a special phrase and use the first letter of each
word as your password. Substitute numbers for some words or letters. For
example, “I want to see the Pacific Ocean” could become 1W2CtPo.
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Protect your passwords. The longer the password, the tougher it is to
crack. Use at least 10 characters; 12 is ideal for most home users. Mix letters,
numbers and special characters. Try to be unpredictable - don’t use your
name, birthdate or common words. Don’t use the same password for many
accounts. If it’s stolen from you it can be used to take over all your accounts.
Don’t share passwords on the phone, in texts or by email. Legitimate
companies will not send you messages asking for your password. If you get
such a message, it’s probably a scam.

Don’t Overshare on Social Networking Sites

If you post too much information about yourself, an identity thief can
find information about your life, use it to answer ‘challenge’ questions on
your accounts, and get access to your money and personal information.
Consider limiting access to your networking page to a small group of people.
Never post your full name, Social Security number, address, phone number,
or account numbers in publicly accessible sites.

Secure Your Social Security Number

Keep a close hold on your Social Security number and ask questions
before deciding to share it. Ask if you can use a different kind of
identification. If someone asks you to share your SSN or your child’s, ask:
why they need it, how it will be used, how they will protect it, what happens
if you don’t share the number.

The decision to share is yours. Sometimes you will have to share your
number. Your employer and financial institutions need your SSN for wage
and tax reporting purposes. A business may ask for your SSN so they can
check your credit when you apply for a loan, rent an apartment, or sign up
for utility service.

Keep Your Devices Secure

Use Security Software

Install anti-virus and anti-spyware software, and a firewall. Set your
preference to update these protections often. Protect against intrusions and
infections that can compromise your computer files or passwords by
installing security patches for your operating system and other software
programs.

Avoid Phishing E-mails

Don’t open files, click on links, or download programs sent by
strangers. Opening a file from someone you don’t know could expose your
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system to a computer virus or spyware that captures your passwords or other
information you type.

Be Wise about Wi-Fi

Before you send personal information over your laptop or smartphone
on a public wireless network in a coffee shop, library, or other public place,
see if your information will be protected. If you use an encrypted website, it
protects only the information you send to and from that site. If you use a
secure wireless network, all the information you send on that network is
protected.

Lock Up Your Laptop

Keep financial information on your laptop only when necessary. Don’t
use an automatic login feature that saves your user name and password, and
always log off when you’re finished. That way, if your laptop is stolen, it will
be harder for a thief to get at your personal information.

Read Privacy Policies

Yes, they can be long and complex, but they tell you how the site
maintains accuracy, access, security, and control of the personal information
it collects; how it uses the information, and whether it provides information
to third parties.

Task 1. Find English equivalents in the text.

[TognepxuBaTh HEOOXOAUMYIO O€30MTACHOCTH; OCTABATHCSI HACTOPOKE;
HCITOJb30BaATh I_HI/I(prBaJ'II)HOC IIporpaMMHOC 066CH€‘ICHI/IC;
oOIIeIOCTYITHBIE ~ CaWThl;  3allU(PpPOBAHHBIE  CAWTBHI;  PACCEKPETHUTh
KOMITbIOTEpHBIE (Daiisibl; Oe30macHas OecpoBOHAS CETh; ITOaBaTh (3asBKY)
Ha KpCIuT, 06HleCTBeHHa${ 6eCHpOBOI[Ha}I CCTh, IIporpamMma OYHUCTKH
KCECTKOI'O JUCKaA, <<HpOBep0‘{HBII\/'I>> BOIIPOC.

Task 2. Learn the following expressions by heart.

To maintain appropriate security; expired charge cards; install security
patch; contact a company through customer service; to be tough to crack;
legitimate company; rent an apartment; to limit access to the resource; to
share the information; to log off from the sites; publicly accessible sites;
download unknown programs; compromise your computer files.

Task 3. Make up a sentence with each of the expressions from Task 2.

e.g. to restrict access to -

This company has restricted access to this kind of sites for all its
employees.

Task4. Work in pairs. Practice giving advice to a non IT expert on
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protecting their computer.
Task 5. Give a short summary of the text.

Unit 8. IT Jobs

Reading.
Text A Jobs in information technology

If you love technology and you’re looking for a job with high pay and
a robust occupational outlook, you’re in luck. The tech sector is booming,
and IT occupations are expected to continue to grow over the next decade.
These jobs also pay far more than the median wage for all occupations.

People with jobs in information technology (IT) use computers,
software, networks, servers, and other technology to manage and store data.
IT job titles can vary significantly from one company to another. For instance,
one company may recruit a "developer” while another company recruits a
"programmer” — but the work may be precisely the same at the two
companies, despite the job title variation. Also, many of the skills in this field
are transferable, which means candidates may be qualified for many different
roles.

Information Technology Job and Education Requirements

Some IT jobs with higher pay require that candidates have a bachelor’s
degree, ideally in computer science, software engineering, etc. Some
employers care more about the quality of your work than they do about your
formal education. As such, many different kinds of IT jobs (such as coding-
related or software programming) evaluate candidates based on their
portfolio

Information Technology Job Titles

Below is a list of some of the most common job titles from the IT
industry, as well as a description of each. For more information about each
job title, check out the Bureau of Labor Statistics’ Occupational Outlook
Handbook.

Cloud Computing Engineers

Cloud computing engineers define, design, build, and maintain systems
and solutions leveraging systems and infrastructure managed by cloud
providers such as Amazon Web Services (AWS) and Microsoft Azure.

e Cloud Architect

e Cloud Consultant
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« Cloud Product and Project Manager

e Cloud Services Developer

e Cloud Software and Network Engineer

e Cloud System Administrator

« Cloud System Engineer

Computer Network Specialists

Computer network specialists and analysts define, design, build, and
maintain a variety of data communication networks and systems. They
typically have a bachelor’s degree in computer science or a related field..

«Computer and Information Research Scientist

«Computer and Information Systems Manager

«Computer Network Architect

«Computer Systems Analyst

«Computer Systems Manager

eSenior Network System Administrator

eTelecommunications Specialist

Computer Support Specialist

Computer support specialists and network administrators help
computer users and organizations. Some of these workers support computer
networks by testing and evaluating network systems and ensuring that the
day-to-day operations work. Others provide customer service by helping
people with their computer problems..

« Desktop Support Manager

« Desktop Support Specialist

« Help Desk Specialist

« Help Desk Technician

o IT Support Manager

« IT Support Specialist

o IT Systems Administrator

« Senior Support Specialist

« Senior System Administrator

« Support Specialist

« Systems Administrator

« Technical Specialist

 Technical Support Engineer

« Technical Support Specialist

Database Administrator
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Database administrators help store and organize data or companies
and/or customers. They protect the data from unauthorized users. Some work
for companies that provide computer design services. Others work for
organizations with large database systems, such as educational institutions,
financial firms, and more. Data Center Support Specialist

« Data Quality Manager

« Database Administrator

« Senior Database Administrator

Information Technology Analysts

IT analysts are responsible for designing and implementing
organizational technology for businesses. They create solutions for collecting
and analyzing market data, customer input, and client information.

« Application Support Analyst

« Senior System Analyst

« Systems Analyst

« Systems Designer

Information Technology Leadership

Leadership in IT draws from candidates with strong technology
backgrounds and superior management skills. They have experience in
creating and implementing policies and systems to meet IT objectives, and
the ability to budget the time and funds necessary.

e Chief Information Officer (CIO)

e Chief Technology Officer (CTO)

« Director of Technology

« IT Director

 IT Manager

« Management Information Systems Director

« Technical Operations Officer

Information Security Specialist

The increased incidence of security breaches and the associated danger
of identity theft has enhanced the importance of protecting data on
commercial and governmental sites. Information security analysts help
defend an organization’s computer network and computer systems.

They plan and carry out a variety of security measures, such as
installing and using software, and simulating cyber-attacks to test systems..

« Information Security

e Security Specialist
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« Senior Security Specialist

Software/Application Developer

Software developers design, run, and test various computer programs
and applications. Application Developers create new applications and code
solutions. They usually have a bachelor’s degree in computer science or a
related field. Application Developer

« Applications Engineer

« Associate Developer

o Computer Programmer

o Developer

« Programmer Analyst

« Senior Applications Engineer

« Software Architect

« Software Developer

« Software Engineer

« Software Quality Assurance Analyst

« System Architect

« Systems Software Engineer

Web Developer

Web developers design, create, and modify websites. They are
responsible for maintaining a user-friendly, stable website that offers the
necessary functionality for their client’s needs. Some jobs require a
bachelor’s degree, while others need an associate degree, including classes in
HTML, JavaScript, or SQL.

« Front End Developer

« Senior Web Administrator

« Senior Web Developer

« Web Administrator

« Web Developer

o Webmaster

Task 1. Read, translate, write out key words in the text, learn.

Task 2. Give the Russian equivalents for the following word
combinations:
information technology; design; create; modify; various computer
programs and applications; organization’s computer network and computer
systems; protect the data from unauthorized users;cloud providers; computer
network specialists;carry out a variety of security measures.
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Task 3. Make up the sentences.

1) is sector booming tech The

2) Web design developers create modify and websites.

3) computer have a bachelor’s They degree usually in science

4) code Application create Developers new and applications solutions.

5) from IT job can titles company vary significantly one to another.

Task 4. Find and learn English and Russian the definitions for the
following word combinations:

1.Web developers a)help defend an organization’s
computer network and computer
systems.

2.Software developers b)design, create, and modify
websites.

3.Information security analysts c)are responsible for designing and
implementing organizational
technology for businesses.

4.1T analysts d)help store and organize data or
companies and/or customers.

5.Database administrators e)design, run, and test various
computer programs and
applications.

6. Computer security specialist f)designs and develops the
components of a computing system,
microprocessors, sound boards, etc.

7. Help desk technician g)takes care of
communication networks, such as
local area networks (LANSs), wide

area networks (WANSs), and
intranets.

8. Web designer h)designs and maintains websites,
updates their content.

9. Software engineer i)communicates with end users

dealing with their computer errors,
internet connectivity, and other
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problems to be troubleshot.

10. Network engineer j)carries out measures to make
computers more secure and prevent
systems crashes.

11. Computer engineers/hardware | k)manages computer hardware and
engineer software that comprises a network.

12. Network Architect l)writes computer programs, the
computer codes.

Task 5. Find a mistake in each sentence.

1. An Information Technology (IT) specialist is a person who work
with computers and other technologies such as telephones and fax machines.

2. Many companys have someone on staff who helps with the
maintenance of computers and computer networks within the organization.

3. He or she may also work for a independent consulting company

4. A person can to come to him to pay him for help with a computer.

5. In a company, an IT specialist may serve much roles and functions.

Task 6. Give a short summary of the text «Top 10 Jobs in Information
Technology»

Text B Business ethics.

Business or professional ethics are standards or codes of conduct set by
people in a specific profession. A code of ethics is a part of the expectations
of those involved in many different types of professions. People in a
profession don't want to condone bad, dishonest or irresponsible behavior if
it does occur by someone in their field. By setting out expected behaviors in
the form of professional ethics, professionals work together to try to uphold
a good reputation. Professional ethics are commonly known as ethical
business practices.

Respect and honesty are the two main components of professional
ethics. All employees are expected to represent a business ethically as they
are a part of it. This is why businesspeople traditionally speak of "we" or "us"
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rather than the more personal "I" for the most part. For instance, if an
employee must mention company policy to a customer, he or she may say
"I'm sorry, but this is our company policy in these situations.” Policies are
another type of preferred standards in how business is done, and everyone in
a company is expected to represent them.

It should be noted that people within each profession are expected to
be respectful and honest in their personal dealings as well. For instance, it
would be unethical for law enforcement professionals to also be criminals in
their time off the job. Professionals are also expected to uphold ethics by not
getting involved in any type of conflict of interest. A conflict of interest
situation may occur when an individual tries to accomplish personal goals as
a result of being in a certain profession. For example, a politician who uses
government resources to get work done on his personal home could be seen
as being involved in a conflict of interest.

Professional ethics training is often included in career education
programs. For instance, medical assistants are trained on the many ethics
issues regarding patient confidentiality. It is both unethical and unlawful to
discuss a patient's health records with others who are not involved in the
medical care of the individual.

Engineering, journalism, religious organizations and many other
professions have professional ethics. These ethical codes or rules must never
go against laws, but rather often coordinate with them as in the case of
medical record confidentiality. In general, these ethics always include
upholding honesty and respect in the profession over personal needs,
conflicts or biases. A bias is a personal belief such as prejudice toward a
certain group of people.

Task 1. Read, translate, write out key words in the text, learn.

Task 2. Fill in the gaps.

Business Etiquette Rules

1. arrive time Always on 2. Dress £ 3. names Pay to attention
£ 4. others Introduce (=J5. appropriately Maintain contact eye @)g6.
paying Give that you attention clues are 7. interrupt Don’t () 8. emails
Double- your check B9. gossip Avoid & 10. workplace tidy Keep

your 8§
1

contact politely impression handshake skills
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Eye ... can be an important indication of your communication and body
language ..... It tells what cannot be said, like how interested you are in the
conversation. Along with a firm ..., eye contact can build a great first .... .

Making and maintaining eye contact .... is about duration. Keep it long
enough to show you’re paying attention to your coworkers but short enough
to avoid being rude.

2.
visual dressing personality looks code

Humans are naturally ....beings, so even if people you meet don’t
consciously judge you based on ..., .... appropriately still creates an
impression as much as your words and actions. Dressing like a professional
you aspire to be is proper etiquette that impacts how credible you look.

Dress appropriately is by being aware of your activities. There’s always
a proper dress ...for any occasion. At the office, match your dress code to
meet the company policy while expressing your....

3.

\ clean working organized workers clutter \

It’s easy to get lost in your work and not mind your ....area. However,
it’s also important to remember that you’re sharing the office with other .....
This is about keeping your desk ..., which affects productivity. To maintain
an organized workplace, start by making a place for everything you do need,
and get rid of anything you don’t. Use book organizers, minimize ...., Or goO
paperless. Always ... your desk after you are done for the day.
4.

introduce introduction coworkers growth details

The strong skill of .... can lead to more opportunities for your
professional .... It helps build relationships among ... and widens your
business network.

This skill applies whenever you’re meeting with a new group of people,
for example, during a networking session. Getting to know everyone can get
overwhelming, and you can be the one to ...them around.

When introducing others, what matters is the current social situation
you’re in. Make sure to understand their seniority or status and adjust
accordingly. Introduce them with more than their names by including
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professional and even some ..., as long as it’s brief and within the context of
the conversation.

5.

Remembering names organization appreciated name loyalty

conversation

During social interaction, a person’s ... is usually the first thing you
learn about someone. Paying attention and memorizing their .... shows your
sincerity and how involved you are in the conversation.

... names right away generally leads to people respecting and liking
you more. Colleagues, employees, and coworkers will feel more .... For
customers, mentioning and remembering their names makes them feel
important and valued which helps build... .

Memorizing names can be challenging, especially in a big .....
Overcome this by repeating the person’s name during your first interaction.
Mention their names a few times in a...... Alternatively, keep their business
cards to help memorize their names and details.

6.
position understand interrupting talk listen

Doing this is merely polite and shows respect to your colleagues.
Without specific purposes, .... others when talking or working isn’t proper
etiquette in any scenario.

If you’re ever in the opposite ...., avoid interrupting the other part.
Instead, make them .... your position by staying in the conversation and
constructively communicating your point of view. Practice this on any
interaction to understand the difference between speaking up and interrupting
others. Know when to .... and when to ... to everyone else. In an argument,

don’t interrupt by controlling your emotions.
7.

tasks office punctuality respect time meeting money punctual

In business, ...really is ...! ....applies to situations like coming to the
...., attending a ...., or finishing your ....

Timely arrivals tell a lot about your behavior and manners. Arriving on
time for meetings shows that you .... the attendants. As a result, you gain
mutual respect. Additionally, being ... adds professionalism and shows that
you take responsibility.

9.
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gaps personal unprofessional distractions

Naturally, office gossip between coworkers reflects .... behavior.
Gossiping in the workplace creates ...between employees that eventually
affect the efficiency of their collaborations.

Gossiping tends to start with one person, so it helps to keep ... thoughts
to yourself and not overshare. Don’t create unnecessary ... from work.
Consider how you behave as a part of the group.
9.

listen opinions smiling gestures body

Through simple gestures or replies, paying attention tells people that
you care and value their ... . Most of the time, showing attention is about
your ... language. Actively ... to the person you talk to by nodding your
head, ..., or giving .... that show responses. It’s also about taking turns, where
you wait until they finished talking before replying.

10.
| interactions check send misunderstandings |

Business etiquette applies to digital communication just as much as to
real-life .... Being able to write great business emails is an art form by itself,
but even simply proofreading your emails can go a long way. Proofreading
can be a tedious task. So, save time by having email templates. Consider
using online tools to .... the grammar and make sure no typos sneak in.

Double (or triple!) check your emails before hitting that * ...” button to
avoid ...., especially considering how delicate words can be.

Task 3. Translate the words. Write your advice to each word.
1. Reliability
2. Dedication
3. Discipline
4. Productivity
5. Cooperation
6. Integrity

7. Responsibility
8. Professionalism
9. Self-Motivation
10. Flexibility
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Task 4 . Make up the word combinations. Write your examples.

perform sure

make responsibilities

be the fact

take chain

accept time

financial the tasks
organizational forward in the job
to waste growth
irresponsible productive

move people

Task 5. Fill in the gaps.

1.Your employer and colleagues should be able to rely ... you to do a
specific job at your particular role.

2. Your bosses and colleagues can depend upon you to do work ... time
and to everyone’s satisfaction.

3. Dedication to your job is another work ethic that employers look ....

4. Dedication consists ... a lot of factors.

5. Discipline means arriving ... the office or workplace ... schedule.

6. Cooperation is the manner by which you interact ... other team
members.

7. You’ll comply with all the rules and regulations ... the company.

8. Employees that take responsibilities are usually good leaders and
excel ... their work.

9. And they take responsibilities ... their team members too.

10. An employee ... a high level of professionalism will always strive
... maximum perfection at their jobs.

Task 6. Find a mistake in each sentence.

Reliability

The first and foremost work ethic that you should had is reliability. This
mean, your employer and colleagues should be able to rely on you to do a
specific job with your particular role.

Any organization is like a chain made out of links. And you’re one of
the links in this organizational chain. Therefore, you’re equally if not most
important than
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When you will be reliable, you won’t be the weaker or unreliable link
in this large chain. Therefore, your bosses and colleagues can to depend upon
you to do work on time and to everyone’s satisfaction.

Reliability is most important in teamwork. Colleagues on your team
can rely upon you to perform to your fullest, which means that any project or
assignment would be complete on time and in a professional manner.

Task 7. Complete this e-mail with am, is, are, their, our or my.

My name Jessica Martin and 1___the IT support team leader.
The IT support team members : Mahmoud Al Banaway, Eli and
Guido system maintenance officers___job is to keep our system
going____job IS to support you.

contact number 675 567 567.
Bets regards.

Task 8. Read the team introduction. Complete the description with
the IT jobs in the box.

Hi! I’m Silvia. | create usernames and passwords and | set firewalls.
This is Isabelle. Her job is to plan and design the network. And this is
Andrew. His job is to make sure all of the computers work properly. Finally,
Mark and Latika. Their area is data processing. We all work for the
university. Our offices are in building 8.

database analyst network architect  IT support officer
network administrator

1.Sylviaisa
2 Isabelle is a

3 Andrew is an
4 Mark and Latikaare

Task 9. Work with a groupmate to discuss the following:
1. Are there many different jobs in IT? How much status do these jobs have
in our country?

2. Can you name the specialists in the sphere of IT? How
important/useful do you think they are?

3. Do you know their responsibilities and  tasks?
4. Approximately how much are people paid for these jobs in Russia and
abroad? Do you think they should be paid more or less money? Why?
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5. Which adjectives would you use to describe the jobs in IT?
Task 10. Role play ‘“Job Interview’’. Act any of three situations: Role
A - an applicant, Role B — an interviewer.

Role A Role B

You apply for a position of a web You’re the head of the HR

designer of a big international department of a big international

company. company.

You’ve designed lots of websites. You’re looking for a part time
web designer (teleworking is

All of your projects were pretty possible). Candidate

creative and successful. responsibility:

You’ve worked for Kaspersky 1) to maintain and update the

company and a few small website of the company,

organizations. You’re already including  English  version;

familiar with HTML and are learning

XML. 2) to create unique websites for

your company VIP clients;
Now you prefer teleworking as you
have to study at the University. 3) must be well-versed in
languages like PHP and Java and
have the ability to create scripts
or web pages.

Interview a candidate. Ask
him/her about work experience
and skills you’re interested in
announce your decision about
him/her employment.

Role A Role B

You apply for a position of a network You’re the head of the R&D
designer of a multinational of a multinational
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organization.

You’ve got the university degree
(Engineering) with honors not long ago.

You’ve had some experience in
switching and transmission while being

a graduate trainee.

You’re looking for a challenging
position with a fast-expanding company
in telecommunication, which will
appreciate your leadership qualities and

strong communication skills.

You speak fluent English, German and

have basic knowledge in Chinese.
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organization ‘Anglo
Telecom’. Due to company
expansion you now need a
Network Designer to work
on your 21% century
development project and be
involved in all areas of the
project.

Requirements for a network
designer:

1) to know and work on a
wide range of networking
technologies;

2) to work effectively in a
team;

3) to have a university
qualification in
Telecommunication
Engineering or a related
subject;

4) to have an experience of
working  with  different
cultures.

Interview a candidate. Ask
him/her about work
experience and skills you’re
interested in announce your
decision  about  him/her
employment.



Task 11. Describe job responsibilities of different IT specialists. Use
the following patterns:

1. I’'m going to become a.... I’ll have to....
2. If you are a/an..., you have to....
3. My father’s/ friend’s/ brother’s/ sister’s profession is.... He/she is
responsible for.... His/ her tasks/ duties are... .

Task 12. Work in groups. Rank the things you want from a jo- 1 = most

important, 10 = least important.

m a high salary m flexible working hours m responsibility m interest or
enjoyment m a nice office m telecommuting m long holidays m working with
people
m security m excitement/risk m good benefits, e.g. a company car, gym

membership

Task 13. Read the list of IT jobs. Which one is in demand nowadays?
Which one is the most popular? Could you enlarge the list?

IT support technician, software developer, database administrator,
network administrator, helpdesk officer, technical analyst, security officer,
website developer, network architect, data storage consultant, network
engineer, IT trainer, systems analyst, test engineer, infrastructure engineer,
computer hardware engineer, computer system maintenance engineer, SPSS
analyst, Java Software engineer.

Task 14. What is your dream job? Write a job description for the job of
your choice.

Job

Company to work for

Responsibilities

Task 15. Read IT Specialist Resume and write your future resume.

Alexey |. Maximov
123456, Moscow,
Lenin St. 1, apt.2
Tel. home: (495) 555-55-55
Tel. mobile: 8-XXX-555-55-55
E-mail: aleksey@nail.ru
Date of Birth: July 15, 1973
Objective:
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To obtain a position of IT Specialist, Supply Support Engineer,
Technical Support Engineer, Technical Representative and any position
related to software and hardware of end-user system support.

Education:

1989 — 1995

Moscow Institute of Radioengineering, Electronics and Automatics
(MIREA). Graduate as an Engineer Of Electronic Engineering

Work Experience:

1995 to present

Working as a chief specialist in Scientific Technical Centre
“SYSTEMA” of Federal Agency of Government Media under the President
of the Russia Federation.

Responsibilities: programming, supporting, of end-user system,
preparing documentation for software, design of software interface,
participation in international exhibition. Producing Power Point presentations
of software Computer articles, software documentation translation (Eng-Rus,
Rus-Eng). Two patents for created products.

Computing Skills:

MS Windows (3.11, 95, 98, XP) MS Word (6.0, 7.0, 97), MS
PowerPoint, MS Excel, Internet (all popular browsers), skills of handing
multimedia files.

Language:

English — fluent

Personal information:

Russian native speaker, Moscow permanent resident. Responsible,
communicative, work well individually and in team, willing to travel a lot.

Additional information:

Driving license, foreign passport.

Hobbies:

Alpine skiing, climbing, music, foreign languages, traveling.

References:

available on request
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USEFUL VOCABULARY
Useful verbs

BBINOJHATH PE3EPBHOE

to back up (backup)
KOIMPOBaHKE
3arpyarb, 3arpyKaTbCs
to boot (Harrpumep, 00 yCTpOICTBE HIIN
OIEpALMOHHOMN CHCTEME)
3aIUCHIBATh HA ONTUYECKUN
to burn
JAHUCK
to compile KOMITUJIUPOBATh

to compress

CKMMaTh (Harmpumep,

apXHBATOPOM )
to connect COCOUHATH, NOIKIII0YATHCS
to copy KOITUPOBaTh
to create CO3J1aBaTh
to cut BBIpe3aTh B Oydep oOMeHa
to debug OTJIAXXUBATh
to decrypt pactGpoBBIBaTh
to delete yIAIATh
to deploy pa3BepThIBaTh (HaIpUMep,
MPUIIO’KEHUE HA CEPBEPE)
to develop pa3pabarbiBaTh
to disable OTKJIFOYaTh, 1€aKTUBUPOBATh

to disconnect

Pa3bCAUHATDH, OTKIIFOYATHCA

to display
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to download

3arpy»karb, CKa4YlBaTh

to eject U3BJIEKaTh (YCTPOUCTBO)

to enable BKJTIOYaTh, aKTHBHPOBATh

to encrypt mmdpoBaTh, 3ammppPOBHIBATH
to execute HCIIOJTHATH

to format ¢dopmarupoBarhb

to implement

BHEOPATH, PC€AIN30BbIBATH

to initialize

MMPUBOAWUTE B HCXOOHOC
COCTOSIHUEC, MHUIINAJIU3UPOBATH

to install

HHCTAJININPOBaTh, YCTaHABJIMBATh

to integrate

UHTETPUPOBATh, 00BEAUHATH B
OJIHY CUCTEMY

to link to CCBUIAThCS HA YTO-THO0

to load 3arpyxarb

to paste BCTaBISITH U3 Oydepa oOmMeHa
to plug in [IOJKJIFOYATh

to press (a button)

HaXUMaTh (KHOTIKY)

to read CUUTHIBATh
rnepesarpyxarb

to reboot p Py ’
repe3arpyKarbcst

to restore BOCCTAHAaBIIUBAaTh
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to save

COXpaHSTh

to scroll up/down

MPOKPYYUBATH BBEPX/BHU3
(mampuMep, BeOCTpaHHMILY)

to sort

COpPTHPOBAThH

to switch on/off

BKJIFOYATh/BBIKIIIOYATH

to uninstall

JACUHCTAJUIMPOBATD, YAAJIATDH

to update OOHOBIISITH
to upgrade yAydIIaTh, MOJACPHU3HPOBATH
to upload 3arpy»karb, CKauuBaTh
to verify MIPOBEPATH
Hardware
a bus IIMHa
a cable Kabeib

a central processing unit (CPU)

HEHTPaIBHBIN Mpolieccop

a computer case

KOpIyCc CUCTEMHOTO 0J10Ka

a device

YCTPOKCTBO

a fan

BCHTUJIATOP OXJIAXKIACHUS, KYJICD

a graphics card, a display card, a
display adapter, a graphics adapter
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a graphics processing unit (GPU)

rpaduueckuii mpoueccop

a hard disk drive (HDD) JKECTKUI TUCK

a laptop HOYTOYK, ITOPTAaTUBHBIH
KOMITBIOTEP

a light-emitting diode (LED) CBETOJINO/T

a motherboard (mainboard)

MaTCpUHCKas IjiaTra

a network card

ceTeBOM ajanTep (cereBas KapTa,
ceTeBas IJ1aTa)

a port

pazbeM, opT

a power supply unit (PSU)

OJIOK TIUTAaHUA

a solid-state drive (SSD)

TBCpI[OTGJIBHBIﬁ HaKOIIUTCIIb

a sound card, an audio card

3ByKOBas KapTa

a storage device

3alIOMHUHAarouice YCTPOfICTBO,
HaKOITMUTCIb

a touch screen

CEHCOpPHBIH SKpaH

air cooling

BO3AYHIHOC OXJIAXKACHHUC

an expansion card

KapTa (Tu1aTa) paciupeHus

an optical disk drive

OINTHUYECKHUI IpUBOA

an uninterruptible power source
(UPS)

UCTOYHHK OecriepeOoitHoro
U TAHHSI

input devices:
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. akeyboard

. amouse

. ascanner

. adigital camera
. ajoystick

KJIaBHATypa
MBIIIIb

CKaHep

g poBas kKamepa
JDKOUCTUK

output devices:

. a monitor
. a printer
. a speaker

. headphones

YCTPOMCTBA BBIBOJA:

MOHHUTOP

IIPUHTED

KOJIOHKa (aKycTHYecKas)
HAaYIIHUKHN

random-access memory (RAM)

oneparuBHas namsth (O3Y)

read-only memory (ROM)

MIOCTOSIHHOE 3aITOMUHAFOIIIEE
yctporicto (I13VY)

removable media

CHhEMHBIC HOCHUTEIN
nHopmam

water cooling

BOJSAHOC OXJIaXJACHUC

Software
a compiler KOMITHJISITOP
a database 0a3a JaHHBIX
a debugger OTJIQUUK
a desktop
S MPUIIOKEHUE JUTSI HACTOIFHOTO KOMITBIOTEpa
application/app

a device driver

JpaiBep yCTpOUCTBa

a graphical user
interface (GUI)

rpaduuecKkuii moIb30BaTeIbCKUI HHTEpdeEiic
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a kernel

sIpo (HampuMep, ONepalliOHHON CUCTEMBI)

a mobile
application/app

MOOWIIBHOE MTPHUIIOKEHUE

a plug-in (plugin)

IUIaTMH, PaCUIMPEHUE, JOTIOIHUTEIbHBIN
[IPOrPaMMHBIN MOZYJIb

a programming
language

A3BIK IPOrPAMMUPOBAHUS

a query

3arpoc

a scroll bar

10J10ca MPOKPYTKU

a snapshot

CHHMOK COCTOSHHUSA CUCTEMbI

a spreadsheet

AJIEKTPOHHAs TabiIuIa

a status bar

CTpOKa COCTOAHUA

a template

ra0I0H

a text editor

TEKCTOBBIN PeaKTOp

a utility

yTUiIHTa (Ciry>ke0Hast mporpaMmma)

a version control
system (VCS)

CUCTCMA KOHTPOJIA BCpCI/Iﬁ

a web application, a
web app

BEO-TIPHIIOKCHHE

a word processor

TEKCTOBBIHN IIPOLIECCOP

acceptance testing

MMPUEMOYHOC TCCTUPOBAHUC

agile methodology

rulKasi METOJI0JI0T sl Pa3pabOTKH
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an algorithm aJIrOpUTM

an array MacCuB

an encoding KOAMPOBKA

an enterprise
KOPIIOPAaTUBHOE MPUII0KEHNE

application
an executable (file) UCTIOIHSIEMBIN (haiin
an interpreter UHTEPIIPETaToOp

an operating system
OlepaIMOHHAs CUCTeMa

(OS)
application software MPUKIIATHOE TIPOTPAMMHOE 00ECIICUCHHE
aspect-oriented ACMEeKTHO-OPHEHTHPOBAHHOE

programming (AOP) MpOrpaMMHPOBAHUE

binary data JIIBONYHBIE TaHHBIE

commercial software | miatHoe mporpaMMHoOe 0OeCIieueHHE

data JTaHHBIE, HHPOPMAITUS

data processing 00paboTKa TaHHBIX

extreme programming OKCTPEMAJIbHOC IIPOrpaMMHUPOBAHUC

firmware IPOLINBKA, MHKPOIIPOTrpaMma
freeware OecIuiaTHOE MPOrpaMMHOE oOecrieyeHe
incremental
MHKPEMEHTHAas MOJIeTb pa3paboTKu
development
integrated MHTETPUPOBAHHAS Cpefia pa3padoTKH
development pHp pe/ta pasp
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iterative development

UTEpaTUBHAsI MOJEIIb Pa3pabOTKU

malicious software
(malware)

BPEJIOHOCHOE MPOrpaMMHOE 00ECIICUCHUE

object-oriented
programming (OOP)

00BbEKTHO-OPUEHTUPOBAHHOE
[IPOrpaMMUPOBAaHNE

open source software

nporpaMMHOe 00ecTieYeHre C OTKPBITHIM
MCXOJIHBIM KOJIOM

prototyping

CO3JaHUEC NMPOTOTUTIIA, TPOTOTUIIMPOBAHUE

rapid application
development (RAD)

ObIcTpast pa3paboTKa MPUITOKEHUN
(MeTomonorust)

regression testing

PErpecCHOHHOE TECTUPOBAHUE

runtime (runtime
environment)

cpena BBITTOJHEHHS Koa

server software

CepBEpHOE MPOrpaMMHOE 00ecTicUeHHE

spiral development

crupalbHas MOJIEJb pa3padoTKu

spyware

oOecrieueHne

system software

CUCTCMHOC IIPOrpaMMHOC obecrieueHue

unit testing

MOJIyJIbHOE (0JI09HOE, KOMITOHEHTHOE)
TECTHPOBAHHUE

waterfall model

KackaJiHad MOJICJIb pa3p a00TKHU
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Inter

net

a bookmark 3akmajka (B Opaysepe)

a bridge MOCT

a browser Opay3ep, o0o3peBarelb

a domain JIOMEH

a firewall OpaHIMaydp, MEXCETEBOM dKpaH
a gateway IIIJTIO3

a hyperlink TUIIEPCChUIKA

a node y3eJ ceTH

a packet nakeT

a patch cord

KOMMYTAIIMOHHBIN Ka0eb, marT4-
KOPA

a router

MapuIpyTH3aTop, poyTep

a search engine

IIOHMCKOBaA cucrema

a subdomain

NOJIOMEH, cyOaoMeH

a switch

KOMMYTATOp, CBUTY

a website

BeO-CaiiT, BeO-y3en

a wireless network

OecrpoBOHAS CETh

bandwidth
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broadband

LIMPOKOIIOJIOCHBIN TOCTYII B
UHTEPHET

client-server architecture

KJIMEHT-CEPBEPHAsi apXUTEKTypa

cloud computing

0o0JIayHbIE€ BBEIUMCIICHUS

cloud storage

00ayHOe XPaHWIUIIE JAHHBIX

domain name system (DNS)

CHUCTEMAa JOMCHHBIX HMCH

dynamic host configuration
protocol (DHCP)

IIPOTOKOJ TMHAMHUYECKOU
HACTPOMKH y3Jia

instant messaging (IM)

00MEH MIHOBEHHBIMHU
COOOIIEHUAMU

Internet service provider (ISP)

WHTEPHET-TIPOBAKIED

latency

3a/ieprKKa, IePUOJ] OXKUTAHUS

local area network (LAN)

JIOKaJIbHas CCTh

media access control (MAC)
address

anmaparsbeii aapec, MAC-aapec

peer-to-peer (P2P)

OJHOpAaHIroBas CC€Th, IMPUHIOBAsd
CCTh

twisted pair BUTas mapa
. rOJIOCOBast CBsI3b Yepes
voice over [P (VoIP) p
uHTepHeT, [P-Tenedonus
. o0anbHast CeTh
wide area network (WAN) ’

I_HI/IpOKOMaCH_ITa6Ha$I CCTh




AHIINIICKHE CJIOBA M 0003HAYEHHS HA KJIaBHaType HOYTOyKa

1 Tab (cokpamenue or tabulation) — TaOymsiuus. MMeHHO OT ciioBa
«TabIUIa» TPOUCXOIUT TEPMUH «TAOYIISAIIHSI.
2 Caps Lock (cokparienue ot capitals lock) — ¢hukcarust nponucHsIX, TO
eCThb 3aryiaBHbIX OyKB (Capitals — 3arnaBubie OykBbI, I0CK — 3aMOK).
3 Space — npo6en. Ha kimaBuatype 3T0 CIIOBO 03HAYAET «IIPOOe».
4 Back space — Bo3Bpar Kypcopa Ha OJiHY MO3UIMIO Ha3aa. Back — Hasan,
space — 3/1ech 03HAYAET «MECTO», TO €CTh OJTYYaeTCs «Ha3a/l Ha MECTO».
5 Esc (cokparienue ot escape) — yberath, cmacathes. KmaBuma ESC
O3HayaeT OTKa3 OT BBIIOJHEHHS TOTO WM WHOTO JCWCTBUS Ha
KOMITBIOTEPE.
6 Enter — HaunHaTh ¢ HOBO# cTpokHu. Ha KimaBuatype maHHas KIaBHINA
UMEET MHOYKECTBO (DYHKIIUH, OJHOM U3 KOTOPBIX OyIET MEePEBO] CTPOKU
B TEKCTOBOM PEAKTOPE K HA4aly HOBOM CTPOKH TEKCTA.
7 Print Screen—  pacrieyarartb (print) JKpaH (screen).
KiaBuiiia mo3BoJisieT KOMHUPOBATh COJACPKUMOE JKpaHa MOHHTOpa B
Oydep oOMeHa, 4TOOBI 3aTeM MOYUECHHYIO «KAQpTHHKY» 3aIllicaTh JTHO0
B peIaKkTop u300paxkeHui, 1o B dai.
8 Shift — uamenenune. KiaBuiira o3HagaeT CMEHY PErUCTpa C MPOMUCHBIX
(ManeHpkux) OyKB Ha CTpOYHBIC (00bIINE) OYKBBI MM HA00OPOT.
9 Insert — BcraBiaTh. O3Ha4YaeT BCTaBKY CHMBOJIA B CEPEAMHY TEKCTa.
Ha xyiaBraTypax 4acTo COKpaiarT Haamuch 1o Ins.
10 Delete — BbIuepkuBaTh, cTUpaTh. KilaBuIia yIaaacHHs OJHOTO
CHMBOJIa TEKCTa, PaCIOJI0KEHHOTO CIpaBa OT Kypcopa. Ha kiraBuatypax
HaMMEHOBAHKE KJIABUIIU MOXKET ObITh cokparieHo a0 Del.
11 Page Up— crpanuna (page) Beepx (Up). KnaBuma mosBosser
nepeMeIaTh Kypcop Ha TMPEAbIIYIIyI0 CTPaHHIy TEKCTa. bBhIBaroOT
COKpaIlleH!s] HAMMEHOBaHUs KIIaBuIII, Harpumep, 10 Pgup.
12 Page Down — crpanuia (page) Buu3 (down). O6paTHOoe AeHCTBHE
Page Up — mepemelieHre Ha CIEAYIOIIYIO CTpaHHIy TeKcTa. Takke
JOTYCKAIOTCSl COKpAISHHsI HAAMKUCU Ha KiaBuiie 10 PgDn.
13 Left — BneBo, mameBo. Yacto BmecTo cioBa left Ha kmaBuarype
MPOCTO PUCYIOT CTPEJIKY BJICBO.
14 Right — BpaBo, HarpaBo. MosxeT ObITh HAPUCOBaHA CTPEIIKA BITPABO
BMeCTO cJioBa right.
15 Up — BBepx, HaBepx. WM mpocTo pUCYHOK CTPEJIKH BBEPX.
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16 Down — BHu3. MHOT/1a 3aMEHSIOT PUCYHKOM CTPEJIKU BHU3.

17 End — xonen. KnaBuiiia o3Ha4aeT rnepeBo1 Kypcopa K KOHIYy TeKCTa B
TEKCTOBOM PEIaKTOpeE.

18 Home — nom, momoii. KitaBuia o3HagaeT mepeBo] Kypcopa K Hadary
TEKCTa B TEKCTOBOM pPEIaKTOpe.

19 Fn (cokpamenue ot function) — ¢yskuus win (GyHKIHOHAIBHBIH.
KrnaBumia mo3BossieT BKIFOUUTh PEKUM padOThI KIIABUATYPHI TaK, YTOOBI
KJIABUIIU pa0OTaIM HEe KaK OOBIYHBIC KHOIKH, a KaK (DyHKIIMOHAILHBIC
KJIABUIITH JIJTS1 BBITOJTHEHUS CTICITUATBHBIX JICHCTBHA.

20 Ctrl (coxpamienne ot control) — ynpasnsate. KnaBuira nmpumensiercs
JUTS BBOJIA TaK HA3bIBACMBIX YIIPABIISIONIUX CUMBOJIOB.

21 Alt (cokpamienue or alternate) — cmensTh, yepenoBath. Yame Alt
MPUMEHSCTCS B COYCTAHWH C JPYTHMH KJIaBHIIAMHU JUIS YIIPAaBICHUS
KypCOpPOM HJTH PEIAKTOPOM — 3TO CBOETO poJia AOTIOJHEHHE K KIIaBHIIE
Ctrl, pacumpsitoriiee BO3MOXKHOCTH KJIaBHATYPHI.

22 Scroll Look — 3a6mokupoBars (lock) mpokpyrtky (scroll) skpana
KoMIbioTepa. YacTo Haamuch Ha KJIABHIIE COKPAIIAIOT, HAIPHUMEp, 110
ScrLk..

23 Num Lock — COKpaIllleHHE ot Numeric Lock — udpoBast
OnokupoBka.  Bimouennsrii  pexkum  Num  Lock  mosBosser
MOJIH30BaThCSI MAJIOW  MM(PPOBOM  KJIaBUATypod. B  BBIKIFOYEHHOM
COCTOSIHUM MOYKHO TIOJIb30BAThCSl CTPEJIKAMH YIIPABJICHUS KypCOpPOM
(left, right, up, down u mp.)

24 Power — sHeprus. DTO KJIaBHIIA BKIIOUYCHHS TUTAHUS KOMITBIOTEPA.
25 Pause — mprocTaHaBIUBAaTh.

26 Break — mpepoiBath. AHanor pause, mpudem break muiiercs Ha Toi
e KJIABUIIIe KJIaBUATYPBI, 4TO U PauSe.

27 Windows — okno. Kuomka ¢ jorotunom Windows (ynobHa Ttem,
4TOOBI, HAITPUMED, BBI3BIBATH MEHIO «I1ycKk»).
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TEXTS FOR ADDITIONAL READING

FIVE GENERATIONS OF MODERN COMPUTERS
THE FIRST GENERATION (1945-1956)

With the onset of the Second World War, governments sought to
develop computers to exploit their potential strategic importance. This
increased funding for computer development projects hastened technical
progress. By 1941 German engineer Konrad Zuse had developed a
computer, the Z3, to design airplanes and missiles. The Allied forces,
however, made greater strides in developing powerful computers. In
1943, the British completed a secret code-breaking computer
called Colossus to decode German messages. The Colossus's impact on
the development of the computer industry was rather limited for two
important reasons. First, Colossus was not a general-purpose computer;
it was only designed to decode secret messages. Second, the existence of
the machine was kept secret until decades after the war.

American efforts produced a broader achievement. Howard H. Aiken
(1900-1973), a Harvard engineer working with IBM, succeeded in
producing an all-electronic calculator by 1944. The purpose of the
computer was to create ballistic charts for the U.S. Navy. It was about
half as long as a football field and contained about 500 miles of wiring.
The Harvard-IBM Automatic Sequence Controlled Calculator, or Mark |
for short, was a electronic relay computer. It used electromagnetic signals
to move mechanical parts. The machine was slow (taking 3-5 seconds per
calculation) and inflexible (in that sequences of calculations could not
change); but it could perform basic arithmetic as well as more complex
equations.

Another computer development spurred by the war was the
Electronic Numerical Integrator and Computer (ENIAC), produced by a
partnership between the U.S. government and the University of
Pennsylvania. Consisting of 18,000 vacuum tubes, 70,000 resistors and 5
million soldered joints, the computer was such a massive piece of
machinery that it consumed 160 kilowatts of electrical power, enough
energy to dim the lights in an entire section of Philadelphia. Developed
by John Presper Eckert (1919-1995) and John W. Mauchly (1907-1980),
ENIAC, unlike the Colossus and Mark I, was a general-purpose computer
that computed at speeds 1,000 times faster than Mark I.
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In the mid-1940's John von Neumann (1903-1957) joined the University
of Pennsylvania team, initiating concepts in computer design that
remained central to computer engineering for the next 40 years. Von
Neumann designed the Electronic Discrete Variable Automatic
Computer (EDVAC) in 1945 with a memory to hold both a stored
program as well as data. This "stored memory" technique as well as the
"conditional control transfer," that allowed the computer to be stopped at
any point and then resumed, allowed for greater versatility in computer
programming. The key element to the von Neumann architecture was the
central processing unit, which allowed all computer functions to be
coordinated through a single source. In 1951, the UNIVAC 1 (Universal
Automatic Computer), built by Remington Rand, became one of the first
commercially available computers to take advantage of these advances.
Both the U.S. Census Bureau and General Electric owned UNIVACs.
One of UNIVAC's impressive early achievements was predicting the
winner of the 1952 presidential election, Dwight D. Eisenhower.

First generation computers were characterized by the fact that operating
instructions were made-to-order for the specific task for which the
computer was to be used. Each computer had a different binary-coded
program called a machine language that told it how to operate. This made
the computer difficult to program and limited its versatility and speed.
Other distinctive features of first generation computers were the use
of vacuum tubes (responsible for their breathtaking size) and magnetic
drums for data storage.

THE SECOND-GENERATION COMPUTERS (1956-1963)
By 1948, the invention of the transistor greatly changed the computer's
development. The transistor replaced the large, cumbersome vacuum
tube in televisions, radios and computers. As a result, the size of
electronic machinery has been shrinking ever since. The transistor was at
work in the computer by 1956. Coupled with early advances in magnetic-
core memory, transistors led to second generation computers that were
smaller, faster, more reliable and more energy-efficient than their
predecessors. The first large-scale machines to take advantage of this
transistor technology were early supercomputers, Stretch by IBM and
LARC by Sperry-Rand. These computers, both developed for atomic
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energy laboratories, could handle an enormous amount of data, a
capability much in demand by atomic scientists. The machines were
costly, however, and tended to be too powerful for the business sector's
computing needs, thereby limiting their attractiveness. Only two LARCs
were ever installed: one in the Lawrence Radiation Labs in Livermore,
California, for which the computer was named (Livermore Atomic
Research Computer) and the other at the U.S. Navy Research and
Development Center in Washington, D.C. Second generation computers
replaced machine language with assembly language, allowing
abbreviated programming codes to replace long, difficult binary codes.
Throughout the early 1960's, there were a number of commercially
successful second generation computers used in business, universities,
and government from companies such as Burroughs, Control
Data, Honeywell, IBM, Sperry-Rand, and others. These second
generation computers were also of solid state design, and contained
transistors in place of vacuum tubes. They also contained all the
components we associate with the modern day computer: printers, tape
storage, disk storage, memory, operating systems, and stored programs.
One important example was the IBM 1401, which was universally
accepted throughout industry, and is considered by many to be the Model
T of the computer industry. By 1965, most large business routinely
processed financial information using second generation computers.

It was the stored program and programming language that gave
computers the flexibility to finally be cost effective and productive for
business use. The stored program concept meant that instructions to run
a computer for a specific function (known as a program) were held inside
the computer's memory, and could quickly be replaced by a different set
of instructions for a different function. A computer could print customer
invoices and minutes later design products or calculate paychecks. More
sophisticated high-level languages such as COBOL (Common Business-
Oriented Language) and FORTRAN (Formula Translator) came into
common use during this time, and have expanded to the current day.
These languages replaced cryptic binary machine code with words,
sentences, and mathematical formulas, making it much easier to program
a computer. New types of careers (programmer, analyst, and computer
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systems expert) and the entire software industry began with second
generation computers.

THE THIRD GENERATION COMPUTERS (1964-1971)
Though transistors were clearly an improvement over the vacuum tube,
they still generated a great deal of heat, which damaged the computer's
sensitive internal parts. The quartz rock eliminated this problem. Jack
Kilby, an engineer with Texas Instruments, developed the integrated
circuit (IC) in 1958. The IC combined three electronic components onto
a small silicon disc, which was made from quartz. Scientists later
managed to fit even more components on a single chip, called a
semiconductor. As a result, computers became ever smaller as more
components were squeezed onto the chip. Another third-generation
development included the use of an operating system that allowed
machines to run many different programs at once with a central program
that monitored and coordinated the computer's memory.

THE FOURTH GENERATION (1971-PRESENT)

After the integrated circuits, the only place to go was down - in size, that
is. Large scale integration (LSI) could fit hundreds of components onto
one chip. By the 1980's, very large scale integration (VLSI) squeezed
hundreds of thousands of components onto a chip. Ultra-large scale
integration (ULSI) increased that number into the millions. The ability to
fit so much onto an area about half the size of a U.S. dime helped diminish
the size and price of computers. It also increased their power, efficiency
and reliability. The Intel 4004 chip, developed in 1971, took the
integrated circuit one step further by locating all the components of a
computer (central processing unit, memory, and input and output
controls) on a minuscule chip. Whereas previously the integrated circuit
had had to be manufactured to fit a special purpose, now one
microprocessor could be manufactured and then programmed to meet any
number of demands. Soon everyday household items such as_microwave
ovens, television sets  and automobiles with  electronic fuel
injection incorporated microprocessors.

Such condensed power allowed everyday people to harness a computer's
power. They were no longer developed exclusively for large business or
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government contracts. By the mid-1970's, computer manufacturers
sought to bring computers to general consumers. These minicomputers
came complete with user-friendly software packages that offered even
non-technical users an array of applications, most popularly word
processing and spreadsheet programs. Pioneers in this field
were Commodore, Radio Shack and Apple Computers. In the early
1980's, arcade video games such asPac Man and home video game
systems such as the Atari 2600 ignited consumer interest for more
sophisticated, programmable home computers.

In 1981, IBM introduced its personal computer (PC) for use in the home,
office and schools. The 1980's saw an expansion in computer use in all
three arenas as clones of the IBM PC made the personal computer even
more affordable. The number of personal computers in use more than
doubled from 2 million in 1981 to 5.5 million in 1982. Ten years later,
65 million PCs were being used. Computers continued their trend toward
a smaller size, working their way down from desktop to laptop computers
(which could fit inside a briefcase) to palmtop (able to fit inside a breast
pocket). In direct competition with IBM's PC was Apple's Macintosh
line, introduced in 1984. Notable for its user-friendly design, the
Macintosh offered an operating system that allowed users to move screen
icons instead of typing instructions. Users controlled the screen cursor
using a mouse, a device that mimicked the movement of one's hand on
the computer screen.

As computers became more widespread in the workplace, new ways to
harness their potential developed. As smaller computers became more
powerful, they could be linked together, or networked, to share memory
space, software, information and communicate with each other. As
opposed to a mainframe computer, which was one powerful computer
that shared time with many terminals for many applications, networked
computers allowed individual computers to form electronic co-ops.
Using either direct wiring, called a Local Area Network (LAN), or
telephone lines, these networks could reach enormous proportions. A
global web of computer circuitry, the Internet, for example, links
computers worldwide into a single network of information. During the
1992 U.S. presidential election, vice-presidential candidate Al
Gore promised to make the development of this so-called "information
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superhighway" an administrative priority. Though the possibilities
envisioned by Gore and others for such a large network are often years
(if not decades) away from realization, the most popular use today for
computer networks such as the Internet is electronic mail, or E-mail,
which allows users to type in a computer address and send messages
through networked terminals across the office or across the world.

THE FIFTH GENERATION (PRESENT AND BEYOND)
Defining the fifth generation of computers is somewhat difficult because
the field is in its infancy. The most famous example of a fifth-generation
computer is the fictional HAL9000 from Arthur C. Clarke's novel, 2001:
A Space Odyssey. HAL performed all of the functions currently
envisioned for real-life fifth generation computers. With artificial
intelligence, HAL could reason well enough to hold conversations with
its human operators, use visual input, and learn from its own experiences.
(Unfortunately, HAL was a little too human and had a psychotic
breakdown, commandeering a spaceship and killing most humans on
board.)

Though the wayward HAL9000 may be far from the reach of real-life
computer designers, many of its functions are not. Using recent
engineering advances, computers are able to accept spoken word
instructions (voice recognition) and imitate human reasoning. The ability
to translate a foreign language is also moderately possible with fifth
generation computers. This feat seemed a simple objective at first, but
appeared much more difficult when programmers realized that human
understanding relies as much on context and meaning as it does on the
simple translation of words.

Many advances in the science of computer design and technology are
coming together to enable the creation of fifth-generation computers.
Two such engineering advances are parallel processing, which replaces
von Neumann's single central processing unit design with a system
harnessing the power of many CPUs to work as one. Another advance
is superconductor technology, which allows the flow of electricity with
little or no resistance, greatly improving the speed of information flow.
Computers today have some attributes of fifth generation computers. For
example, expert systems assist doctors in making diagnoses by applying
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the problem-solving steps a doctor might use in assessing a patient's
needs. It will take several more years of development before expert
systems are in widespread use.

HARDWARE (PART 1)

A typical hardware setup of a desktop computer consists of:
computer case with power supply, central processing unit (processor),
motherboard, memory card, hard disk, video card, visual display unit
(monitor), optical disc drive, keyboard and pointing device. The
motherboard is a main part of a computer that connects all devices
together. The memory card(s), graphics card and processor are mounted
directly onto the motherboard (the processor in a socket and the memory
and graphics cards in expansion slots). The mass storage is connected to
it with cables and can be installed in the computer case or in a separate
case. This is the same for the keyboard and mouse, except that they are
external and connect to the 1/0 panel on the back of the computer. The
monitor is also connected to the /O panel, either through an onboard port
on the motherboard, or a port on the graphics card.

SATA Connector (x4) BIOS Flash Chip

in PLCC Socket Southbridge

Floppy Drive IDE Connector (x2) (with heatsink)

Connector

CMOS Backup Battery

24-pin ATX Power

Connector Integrated graphics

processor
Super IO (with heatsink)
Chip
DIMM Memory PCI Slot (x3)
Slots (x4)

CPU Fan
Connector

Integrated audio
codec chip

CPU Fan &
Heatsink Mount
Integrated Gigabit

Ethernet chip

CPU Socket

(Socket 939) PCI Express Slot

Connectors For
Integrated Peri e_rals

PS/2 Keyboard and
Parallel Port, VGA, 394a,
USB (x4), Ethernet, Audio (x6)
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Several functions (implemented by chipsets) can be integrated into
the motherboard, typically USB and network, but also graphics and
sound. Even if these are present, a separate card can be added if what is
available isn't sufficient. The hardware capabilities of personal
computers can sometimes be extended by the addition of expansion cards
connected via an expansion bus.

A computer case is the enclosure that contains the main
components of a computer. Cases are usually constructed from steel,
aluminium, or plastic. Cases can come in many different sizes, or form
factors. The size and shape of a computer case is usually determined by
the form factor of the motherboard that it is designed to accommodate,
since this is the largest and most central component of most computers.
PC form factors typically specify only the internal dimensions and layout
of the case. Currently, the most popular form factor for desktop
computers is ATX, although microATX and small form factors have
become very popular for a variety of uses.

The central processing unit, or CPU, is that part of a computer
which executes software program instructions. Nearly all PCs contain a
type of CPU known as a microprocessor. The microprocessor often plugs
into the motherboard using one of many different types of sockets. IBM
PC compatible computers use an x86-compatible processor, usually
made by Intel or AMD. Modern CPUs are equipped with a fan attached
via heat sink.

The motherboard (systemboard or mainboard) is the primary
circuit board within a personal computer. Many other components
connect directly or indirectly to the motherboard. Motherboards usually
contain one or more CPUs, supporting circuitry - usually integrated
circuits (ICs) - providing the interface between the CPU memory and
input/output peripheral circuits, main memory, and facilities for initial
setup of the computer immediately after power-on (boot firmware or, in
IBM PC compatible computers, a BIOS).

A PC's main memory is fast storage that is directly accessible by
the CPU, and is used to store the currently executing program and
immediately needed data. PCs use semiconductor random access
memory (RAM) of various kinds. Main memory is much faster than mass
storage devices like hard disks or optical discs, but is usually volatile,
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meaning it does not retain its contents (instructions or data) in the
absence of power, and is much more expensive for a given capacity than
is most mass storage.

HARDWARE (PART II)

Mass storage devices store programs and data even when the power
is off; but they require power to perform read and write functions during
usage. Although flash memory has dropped in cost, the prevailing form
of mass storage in personal computers is still the hard disk.

The video card (graphics card, graphics adapter or video adapter)
processes and renders the graphics output from the computer to the
computer display, and is an essential part of the modern computer. On
budget models, graphics circuitry is integrated with the motherboard.
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312 floppy display unit (or
Is rive - - -
-) monitor) is a piece of
CPU - .
préesiing oo ‘: (m‘uﬁﬁé:::.(, electrical equipment,
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’ Eesbonrt mo{i . '-d vv_hlch d_|splays
Kip Sr viewable images

printer

generated by a
computer  without
producing a
permanent record. A
computer display device is usually either a cathode ray tube or some form
of flat panel such as a TFT LCD. The monitor comprises the display
device, circuitry to generate a picture from electronic signals sent by the
computer, and an enclosure or case. Within the computer, either as an
integral part or a plugged-in expansion card, there is circuitry to convert
internal data to a format compatible with a monitor. The images from
monitors originally contained only text, but as graphical user interfaces
emerged and became common, they began to display more images and
multimedia content.

In computing, a keyboard is an arrangement of buttons that each
correspond to a function, letter, or number. They are the primary devices
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of inputing text. In most cases, they contain a set of keys specifically
organized with the corresponding letters, numbers, and functions printed
or engraved on the button. They are generally designed around an
operators language, and many different versions for different languages
exist. In English, the most common layout is the QWERTY layout,
which was originally used in typewriters. They have evolved over time,
and have been modified for use in computers with the addition of
function keys, number keys, arrow keys, and OS specific keys. Often,
specific functions can be achieved by pressing multiple keys at once or
in succession, such as opening a task manager. Programs use keyboard
shortcuts very differently and all use different keyboard shortcuts for
different program specific operations, such as refreshing a web page in a
web browser or selecting all text in a word processor.

A Mouse on a computer is a small, slidable device that users hold
and slide around to point at, click, and sometimes drag objects on screen
in a graphical user interface using a pointer on screen. Almost all
personal computers have mice. It may be plugged into a computer's rear
mouse socket, or as a USB device, or may be connected wirelessly via a
USB or Bluetooth antenna. In the past they had a single button but now
many Mice have two or three buttons and a scroll wheel. The scroll wheel
can also be pressed down, and therefore be used as a third button. Modern
mice use optical technology to directly trace movement of the surface
under the mouse and are much more accurate and durable. They work on
a wider variety of surfaces and can even operate on walls, ceilings or
other non-horizontal surfaces.

OPERATING SYSTEM

The operating system is a sort of catch-all of useful pieces of code.
Whenever some kind of computer code becomes sharable by many
different types of computer program, over many years, programmers
eventually move it into the operating system.

The operating system, decides which programs are run, when, and
what resources (such as memory or 1/0O) they get to use. The operating
system also provides services to other programs, such as code ("drivers")
which allow programmers to write programs for a machine without
needing to know the intimate details of all attached electronic devices.
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USES OF COMPUTERS

The first digital computers, with their large size and cost, mainly
performed scientific calculation. ENIAC, an early US computer
originally designed to calculate ballistics firing tables for artilery,
calculated neutron cross-sectional densities to see if the hydrogen bomb
would work properly (this calculation, performed in December 1945
through January 1946 and involving over a million punch cards of data,
showed the design then under consideration would fail). The CSIR Mk
I, the first Australian computer, evaluated rainfall patterns for the
catchment of the Snowy Mountains scheme, a large hydroelectric
generation project. Others were used in cryptanalysis, for example the
world's first programmable digital electronic computer, Colossus, built
during World War Il. However, early visionaries also anticipated that
programming would allow chess playing, moving pictures and other
uses.

People in governments and large corporations also used computers
to automate many of the data collection and processing tasks previously
performed by humans - for example, maintaining and updating accounts
and inventories. In academia, scientists of all sorts began to use
computers for their own analyses. Continual reductions in the costs of
computers saw them adopted by ever-smaller organizations. Businesses,
organizations, and governments often employ a large number of small
computers to accomplish tasks that were previously done by an
expensive, large mainframe computer. Collections of the smaller
computers in one location is referred to as a server farm.

With the invention of the microprocessor in the 1970s, it became
possible to produce very inexpensive computers. Personal computers
became popular for many tasks, including keeping books, writing and
printing documents. Calculating forecasts and other repetitive math with
spreadsheets, communicating with e-mail and, the Internet. However,
computers' wide availability and easy customization has seen them used
for many other purposes.

At the same time, small computers, usually with fixed
programming, began to find their way into other devices such as home
appliances, automobiles, aeroplanes, and industrial equipment. These
embedded processors controlled the behaviour of such devices more
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easily, allowing more complex control behaviours (for instance, the
development of anti-lock brakes in cars). By the start of the twenty-first
century, most electrical devices, most forms of powered transport, and
most factory production lines are controlled by computers. Most
engineers predict that this trend will continue.

FEATURES OF A PROGRAMMING LANGUAGE

Each programming language can be thought of as a set of formal
specifications concerning syntax, vocabulary, and meaning.

These specifications usually include:

Data and Data Structures

Instruction and Control Flow

Reference Mechanisms and Re-use

Design Philosophy

Most languages that are widely used, or have been used for a
considerable period of time, have standardization bodies that meet
regularly to create and publish formal definitions of the language, and
discuss extending or supplementing the already extant definitions.

Data and Data Structures

Internally, all data in a modern digital computer are stored simply
as on-off (binary) states. The data typically represent information in the
real world such as names, bank accounts and measurements and so the
low-level binary data are organised by programming languages into these
high-level concepts.

The particular system by which data are organized in a program is
the type system of the programming language; the design and study of
type systems is known as type theory. Languages can be classified as
statically typed systems, and dynamically typed languages. Statically-
typed languages can be further subdivided into languages with manifest
types, where each variable and function declaration has its type explicitly
declared, and type-inferred languages. It is possible to perform type
inference on programs written in a dynamically-typed language, but it is
entirely possible to write programs in these languages that make type
inference infeasible. Sometimes type-inferred and dynamically-typed
languages are called latently typed.
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With statically-typed languages, there usually are pre-defined
types for individual pieces of data (such as numbers within a certain
range, strings of letters, etc.), and programmatically named values
(variables) can have only one fixed type, and allow only certain
operations: numbers cannot change into names and vice versa. Examples
of these languages are: C, C++ and Java.

Dynamically-typed languages treat all data locations
interchangeably, so inappropriate operations (like adding names, or
sorting numbers alphabetically) will not cause errors until run-time.
Examples of these languages are: Lisp, JavaScript, Tcl and Prolog.

Type-inferred languages superficially treat all data as not having a
type, but actually do sophisticated analysis of the way the program uses
the data to determine which elementary operations are performed on the
data, and therefore deduce what type the variables have at compile-time.
Type-inferred languages can be more flexible to use, while creating more
efficient programs; however, this capability is difficult to include in a
programming language implementation, so it is relatively rare. Examples
of these languages are: MUMPS and ML.

Sometimes statically-typed languages are called type-safe or
strongly typed, and dynamically-typed languages are called untyped or
weakly typed; confusingly, these same terms are also used to refer to the
distinction between languages in which it is impossible to use a value as
a value of another type and possibly corrupt data from an unrelated part
of the program or cause the program to crash, and languages in which it
is possible to do this. Examples of strongly typed languages are: Eiffel,
Oberon, Lisp, Scheme and OCaml. Examples of weakly typed languages
are: Forth, C, assembly language, C++, D and most implementations of
Pascal.

Most languages also provide ways to assemble complex data
structures from built-in types and to associate hames with these new
combined types (using arrays, lists, stacks, files).

Obiject oriented languages allow the programmer to define data-
types called "Objects" which have their own intrinsic functions and
variables (called methods and attributes respectively). A program
containing objects allows the objects to operate as independent but
interacting sub-programs: this interaction can be designed at coding time
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to model or simulate real-life interacting objects. This is a very useful,
and intuitive, functionality. Programs such as Python and Ruby have
developed as OO (Object oriented) languages. They are comparatively
easy to learn and to use, and are gaining popularity in professional
programming circles, as well as being accessible to non-professionals.
These more intuitive languages have increased the public availablity and
power of customised computer applications.

Aside from when and how the correspondence between
expressions and types is determined, there's also the crucial question of
what types the language defines at all, and what types it allows as the
values of expressions (expressed values) and as named values (denoted
values). Low-level languages like C typically allow programs to name
memory locations, regions of memory, and compile-time constants,
while allowing expressions to return values that fit into machine
registers; ANSI C extended this by allowing expressions to return struct
values as well. Functional languages often allow variables to name run-
time computed values directly instead of naming memory locations
where values may be stored. Languages that use garbage collection are
free to allow arbitrarily complex data structures as both expressed and
denoted values.

Finally, in some languages, procedures are allowed only as denoted
values (they cannot be returned by expressions or bound to new names);
in others, they can be passed as parameters to routines, but cannot
otherwise be bound to new names; in others, they are as freely usable as
any expressed value, but new ones cannot be created at run-time; and in
still others, they are first-class values that can be created at run-time.

Instruction and Control Flow

Once data has been specified, the machine must be instructed how
to perform operations on the data. Elementary statements may be
specified using keywords or may be indicated using some well-defined
grammatical structure. Each language takes units of these well-behaved
statements and combines them using some ordering system. Depending
on the language, differing methods of grouping these elementary
statements exist. This allows one to write programs that are able to cover
a variety of input, instead of being limited to a small number of cases.
Furthermore, beyond the data manipulation instructions, other typical
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instructions in a language are those used for control flow (branches,
definitions by cases, loops, backtracking, functional composition).

Reference Mechanisms and Re-use

The core of the idea of reference is that there must be a method of
indirectly designating storage space. The most common method is
through named variables. Depending on the language, further indirection
may include references that are pointers to other storage space stored in
such variables or groups of variables. Similar to this method of naming
storage is the method of naming groups of instructions. Most
programming language use macro calls, procedure calls or function calls
as the statements that use these names. Using symbolic names in this way
allows a program to achieve significant flexibility, as well as a high
measure of reusability. Indirect references to available programs or
predefined data divisions allow many application-oriented languages to
integrate typical operations as if the programming language included
them as higher level instructions.

Design Philosophies

For the above-mentioned purposes, each language has been
developed using a special design or philosophy. Some aspect or another
is particularly stressed by the way the language uses data structures, or
by which its special notation encourages certain ways of solving
problems or expressing their structure.

Since programming languages are artificial languages, they require
a high degree of discipline to accurately specify which operations are
desired. Programming languages are not error tolerant; however, the
burden of recognising and using the special vocabulary is reduced by
help messages generated by the programming language implementation.
There are a few languages which offer a high degree of freedom in
allowing self-modification in which a program re-writes parts of itself to
handle new cases. Typically, only machine language and members of the
Lisp family (Common Lisp, Scheme) provide this capability. Some
languages such as MUMPS and Perl allow modification of data
structures that contain program fragments, and provide methods to
transfer program control to those data structures; languages that support
dynamic linking and loading such as C, C++, and the Java programming
language can emulate self-modification by either embedding a small
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compiler or calling a full compiler and linking in the resulting object
code. Interpreting code by recompiling it in real time is called dynamic
recompilation; emulators and other virtual machines exploit this
technique for greater performance.

There are a variety of ways to classify programming languages.
The distinctions are not clear-cut; a particular language standard may be
implemented in multiple classifications. For example, a language may
have both compiled and interpreted implementations.

HISTORY OF PROGRAMMING LANGUAGES

The development of programming languages , unsurprisingly,
follows closely the development of the physical and electronic processes
used in today's computers.

Charles Babbage is often credited with designing the first
computer-like machines, which had several programs written for them
(in the equivalent of assembly language) by Ada Lovelace.

Alan Turing used the theoretical construct of a Turing machine
which behaves in principle in all relevant ways like modern computers,
according to the low level program which is input.

In the 1940s the first recognisably modern, electrically powered
computers were created, requiring programmers to operate machines by
hand. Some military calculation needs were a driving force in early
computer development, such as encryption, decryption, trajectory
calculation and massive number crunching needed in the development of
atomic bombs. At that time, computers were extremely large, slow and
expensive: advances in electronic technology in the post-war years led to
the construction of more practical electronic computers. At that time only
Konrad Zuse imagined the use of a programming language (developed
eventually as Plankalkiil) like those of today for solving problems.

Subsequent breakthroughs in electronic technology (transistors,
integrated circuits, and chips) drove the development of increasingly
reliable and more usable computers. This was paralleled by the
development of a variety of standardised computer languages to run on
them. The improved availability and ease of use of computers led to a
much wider circle of people who can deal with computers. The
subsequent explosive development has resulted in the Internet, the
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ubiquity of personal computers, and increased use of computer
programming, through more accessible languages such as Python, Visual
Basic, etc..

OPERATING SYSTEM

An Operating System (OS) is an interface between hardware and user
which is responsible for the management and coordination of activities
and the sharing of the resources of the computer. One of the purposes of
an operating system is to handle the details of the operation of the
hardware. This relieves application programs from managing these
details and makes it easier to write applications. Almost all computers
(including handheld computers, desktop computers, supercomputers,

video game consoles) as

__ well as some robots,
Application . .

domestic appliances

(dishwashers, washing

machines), and portable
media players use an
operating system  of
some type.

Operating systems
offer a number of
services to application
programs and  users.
Keyboard Printer Applications access

these services through
application programming interfaces (APIs) or system calls. By invoking
these interfaces, the application can request a service from the operating
system, pass parameters, and receive the results of the operation. Users
may also interact with the operating system by typing commands in
command line or using a graphical user interface (GUI [gui]). For hand-
held and desktop computers, the user interface is generally considered
part of the operating system. On large multi-user systems like Linux, the
user interface is generally implemented as an application program that
runs outside the operating system.
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Common contemporary operating systems include BSD, Darwin
(Mac OS X), Linux, SunOS (Solaris/Open Solaris), and Windows NT
(XP/Vista/7). While servers generally run Unix or some Unix-like
operating system, embedded system markets are split amongst several
operating systems. The Microsoft Windows line of operating systems has
almost 90% of the client PC market. Microsoft responded to this progress
by hiring Dave Cutler, who had developed the VMS operating system
for Digital Equipment Corporation. He would lead the development of
the Windows NT operating system, which
continues to serve as the basis for Microsoft's
operating systems line.

Access to data stored on disks is a central
feature of all operating systems. Computers store
data on disks using files, which are structured in
specific ways in order to allow for faster access,
higher reliability, and to make better use out of
the drive's available space. The specific way in
which files are stored on a disk is called a file system, and enables files
to have names and attributes. It also allows them to be stored in
directories or folders arranged in a directory tree.

COMPUTER PROGRAMMING

Computer programming (often shortened to programming,
scripting, or coding) is the process of designing, writing, testing,
debugging, and maintaining the source code of computer programs. This
source code is written in one or more programming languages (such as
Java, C++, C#, Python, etc.). The purpose of programming is to create a
set of instructions that computers use to perform specific operations or
to exhibit desired behaviours. The process of writing source code often
requires expertise in many different subjects, including knowledge of the
application domain, specialized algorithms and formal logic. From the
moment you turn on your computer, it is running programs, carrying out
instructions, testing your RAM (Random-access memory), resetting all
attached devices and loading the operating system from hard disk or CD-
ROM. Each and every operation that your computer performs has
instructions that someone had to write in a programming language. These
had to be created, compiled and tested- a long and complex task. An
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operating system like Microsoft’s Windows Vista took millions of man
hours to write and test the software. There have been many attempts to
automate this process, and have computers write computer programs but
the complexity is such that for now, humans still write the best computer
programs. To write a program, software developers usually follow these
steps:

1. First they try to understand the problem and define the purpose
of the program.

2. They design a flowchart, a diagram which shows the successive
logical steps of the program.

3. Next they write the instructions in a high-level language (Pascal,
C, etc ). This is called coding. The program is then compiled.

4. When the program is written, they test it: they run the program
to see if it works and use special tools to detect bugs, or errors. Any errors
are corrected until it runs smoothly. This is called debugging, or bug
fixing.

5. Finally, software companies write a detailed description of how
the program works, called program documentation. They also have a
maintenance program. They get reports from users about any errors
found in the program. After it has been improved, it is published as an
updated version. Within software engineering, programming (the
implementation) is regarded as one phase in a software development
process. As time has progressed, computers have made giant leaps in the
area of processing power. This has brought about newer programming
languages. Popular programming languages of the modern era include
C++, C#, Visual Basic, SQL, HTML with PHP, Perl, Java, JavaScript,
Python and dozens more. Although these high-level languages usually
incur greater overhead, the increase in speed of modern computers has
made the use of these languages much more practical than in the past.
These increasingly abstracted languages typically are easier to learn and
allow the programmer to develop applications much more efficiently and
with less source code. However, high-level languages are still
impractical for a few programs, such as those where low-level hardware
control is necessary or where maximum processing speed is vital.
Computer programming has become a popular career in the developed
world, particularly in the United States, Europe, Scandinavia, and Japan.
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Due to the high labour cost of programmers in these countries, some
forms of programming have been increasingly subject to offshore
outsourcing (importing software and services from other countries,
usually at a lower wage), making programming career decisions in
developed countries more complicated, while increasing economic
opportunities for programmers in less developed areas, particularly
China and India. Quality requirements. Whatever the approach to
software development may be, the final program must satisfy some
fundamental properties. The following properties are among the most
relevant:

eReliability: how often the results of a program are correct.

eRobustness: how well a program anticipates problems not due to
programmer error.

eUsability: the ergonomics of a program: the ease with which a
person can use the program for its intended purpose or in some cases
even unanticipated purposes.

ePortability: the range of computer hardware and operating system
platforms on which the source code of a program can be compiled /
interpreted and run. Maintainability: the ease with which a program can
be modified by its present or future developers in order to make
improvements or customizations, fix bugs and security holes, or adapt it
to new environments.

eEfficiency/performance: the amount of system resources a
program consumes (processor time, memory space, slow devices such as
disks, network bandwidth and to some extent even user interaction): the
less, the better.

Readability of source code. In computer programming, readability
refers to the ease with which a human reader can comprehend the
purpose, control flow, and operation of source code. It affects the aspects
of quality above, including portability, usability and most importantly
maintainability. Readability is important because programmers spend the
majority of their time reading, trying to understand and modifying
existing source code, rather than writing new source code. Unreadable
code often leads to bugs, inefficiencies, and duplicated code.

Methodologies. The first step in most formal software
development processes is requirements analysis, followed by testing to
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determine value modelling, implementation, and failure elimination
(debugging). There exist a lot of differing approaches for each of those
tasks. One approach popular for requirements analysis is Use Case
analysis. Nowadays many programmers use forms of Agile software
development where the various stages of formal software development
are more integrated together into short cycles that take a few weeks rather
than years. There are many approaches to the software development
process. Popular modelling techniques include Object-Oriented Analysis
and Design (OOAD) and Model-Driven Architecture (MDA). The
Unified Modelling Language (UML) is a notation used for both the
OOAD and MDA. A similar technique used for database design is
Entity-Relationship  Modelling (ER Modelling). Implementation
techniques include imperative languages (object-oriented or procedural),
functional languages, and logic languages.

Debugging. Debugging is a very important task in the software
development process, because an incorrect program can have significant
consequences for its users. Some languages are more prone to some
kinds of faults because their specification does not require compilers to
perform as much checking as other languages. Use of a static code
analysis tool can help detect some possible problems.

PROGRAM PLANNING

The programming process begins with a problem statement that
helps you clearly define the purpose of a computer program. In the
context of programming, a problem statement defines certain elements
that must be manipulated to achieve a result or goal. A good problem
statement for a computer program has three characteristics:

1. It specifies any assumptions that define the scope of the
problem.

2. It clearly specifies the known information.

3. It specifies when the problem has been solved. In a problem
statement an assumption is something you accept as true in order to
proceed with program planning. The “known information” is the
information that you supply to the computer to help it solve a problem.
There are also variables (values that can change) and constants (factors
that remain the same) in computer programs. Formulating a problem
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statement provides a minimal amount of planning, which is sufficient for
only the simplest programs. A typical commercial application requires
far more extensive planning, which includes detailed program outlines,
job assignments, and schedules. To some extent, program planning
depends on the language and paradigm used to code a computer program.
The phrase programming paradigm refers to a way of conceptualizing
and structuring the tasks a computer performs. For example, whereas
one programmer might focus on the steps required to complete a specific
computation, another one might focus on the data that forms the basis for
the computation. Quite a number of programming paradigms exist, and
a programmer might use techniques from multiple paradigms while
planning and coding a program. There are different program planning
tools, such as flowcharts, structured English, pseudo code, UML
diagrams, and decision tables, which are used to provide sufficient
planning. Regardless of the tools used, when planning is complete,
programmers can begin coding, testing, and documenting. The process
of coding a computer program depends on programming language you
use, the programming tools you select, and the programming paradigm
that best fits the problem you are trying to solve. Programmers typically
use a text editor, a program editor, or a VDE to code computer programs.
A text editor is any word processor that can be used for basic editing
tasks, such as writing e-mail, creating documents, or coding computer
programs. When using a text editor to code a computer program, you
simply type in each instruction. A program editor is a type of text editor
specially designed for entering code for computer programs. A VDE
(visual development environment) provides programmers with tools to
build substantial sections of a program by pointing and clicking rather
than typing lines of code. A typical VDE is based on a form design grid
that a programmer manipulates to design the user interface for a program.
By using various tools provided by the VDE, a programmer can add
objects, such as controls and graphics, to the form design grid. In the
context of a VDE, a control is a screen-based object whose behaviour
can be defined by a programmer. In visual development environment,
each control comes with predefined set of events. Within the context of
programming, an event is defined as an action, such as dick, drag, or key
press, associated with the form or control. A programmer can select the
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events that apply to each control. An event usually requires the computer
to make some response. Programmers write eventhandling code for the
procedures that specify how the computer responds to each event. A
programmer's choice of development tools depends on what is available
for a particular programming language and the nature of the
programming project. Text editors and program editors provide a fine
tool set for programs with minimal user interfaces. A visual development
environment is a powerful tool for programming software applications
for GUI environments, such as Windows. Most GUI applications are
“event-driven”, which means that when launched, the program’s
interface appears on the screen and waits for the user to initiate an event.
A computer program must be tested to ensure that it works correctly.
Testing often consists of running the program and entering test data to
see whether the program produces correct results. When a program
doesn’t work correctly, it is usually the result of an error made by the
programmer. A syntax error occurs when an instruction doesn’t follow
the syntax rules, or grammar of the programming language. Syntax errors
are easy to make, but they are usually also easy to detect and correct.
Another type of program bug is a runtime error, which, as its name
indicates, shows up when you run a program. Some runtime errors result
from instructions that the computer can’t execute. Some runtime errors
are classified as logic errors. A logic error is an error in the logic or
design of a program. It can be caused by an inadequate definition of the
problem or an incorrect formula for a calculation, and they are usually
more difficult to identify than syntax errors. Programmers can locate
errors In a program by reading through lines of code, much like a proof-
reader. They can also use a tool called debugger to step through a
program and monitor the status of variables, input, and output. A
debugger is sometimes packaged with a programming language or can
be obtained as an add-on. Anyone who uses computers is familiar with
program documentation in the form of user manuals and help files.
Programmers also insert documentation called remarks or “comments”
into the programming code. Remarks are identified by language-specific
symbols. A well-documented program contains initial remarks that
explain its purpose and additional remarks in any sections of a program
where the purpose of the code is not immediately clear.
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OBJECT-ORIENTED PROGRAMMING

One of the principal motivations for using OOP is to handle
multimedia applications in which such diverse data types as sound and
video can be packaged together into executable modules. Another is
writing program code that’s more intuitive and reusable; in other words,
code that shortens program-development time. Perhaps the key feature
of OOP is encapsulation - bundling data and program instructions into
modules called ‘objects’. Here’s an example of how objects work. An
icon on a display screen might be called Triangles’. When the user selects
the Triangles Icon - which is an object composed of the properties of
triangles and other data and Instructions - a menu might appear on the
screen offering several choices. The choices may be (1) create a new
triangle and (2) fetch a triangle already in storage. The menu, too, is an
object, as are the choices on it. Each time a user selects an object,
instructions inside the object are executed with whatever properties or
data the object holds, to get to the next step. For instance, when the user
wants to create a triangle, the application might execute a set of
instructions that displays several types of triangles - right, equilateral,
isosceles, and so on. Many industry observers feel that the encapsulation
feature of OOP is the natural tool for complex applications in which
speech and moving images are integrated with text and graphics. With
moving images and voice built into the objects themselves, program
developers avoid the sticky problem of deciding how each separate type
of data is to be integrated and synchronized into a working whole. A
second key feature of OOP is inheritance. This allows OOP developers
to define one class of objects, say “Rectangles”, and a specific instance
of this class, say “Squares” (a rectangle with equal sides). Thus, all
properties of rectangles - “Has 4 sides” and “Contains 4 right angles” are
the two shown here - are automatically inherited by Squares. Inheritance
is a useful property in rapidly processing business data. For instance,
consider a business that has a class called “Employees at the Dearborn
Plant” and a specific instance of this class, “Welders”. If employees at
the Dearborn plant are eligible for a specific benefits package, welders
automatically qualify for the package. If a welder named John Smith is
later relocated from Dearborn to Birmingham, Alabama, where a
different benefits package is available, revision is simple. An icon
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representing John Smith - such as John Smith’s face - can be selected on
the screen and dragged with a mouse to an icon representing the
Birmingham plant. He then automatically “inherits” the Birmingham
benefit package. A third principle behind OOP is polymorphism. This
means that different objects can receive the same instructions but deal
with them in different ways. For instance, consider again the triangles
example. If the user right clicks the mouse on “Right triangle”, a voice
clip might explain the properties of right triangles. However, if the mouse
is right clicked on “Equilateral triangle” the voice instead explains
properties of equilateral triangles. The combination of encapsulation,
inheritance and polymorphism leads to code reusability. “Reusable
code” means that new programs can easily be copied and pasted together
from old programs. All one has to do is access a library of objects and
stitch them into a working whole. This eliminates the need to write code
from scratch and then debug it. Code reusability makes both program
development and program maintenance faster.

OBJECT-ORIENTED LANGUAGES AND APPLICATIONS

Computer historians believe that SIMULA (SIMUIation
LAnguage) was the first computer language to work with objects,
classes, inheritance, and methods. SIMULA was developed in 1962 by
two Norwegian computer scientists for the purpose of programming
simulations and models. SIMULA laid the foundation for the object-
oriented paradigm, which was later incorporated into other programming
languages, such as Eiffel, Smalltalk, C++, and Java. The second major
development in object-oriented languages came in 1972 when Alan Kaye
began work on the Dynabook project at the Xerox Palo Alto Research
Center (PARC). Dynabook was a prototype for a notebook-sized
personal computer, intended to handle all the information needs of adults
and children. Kaye developed a programming language called Smalltalk
for the Dynabook that could be easily used to create programs based on
real-world objects. Dynabook never became a commercial product, but
Smalltalk survived and is still in use today. Smalltalk is regarded as a
classic object-oriented language, which encourages programmers to take
a “pure” 0 O approach to the programming process. As the object-
oriented paradigm gained popularity, several existing programming
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languages were modified to allow programmers to work with objects,
classes, inheritance, and polymorphism. The concept for the Ada
programming language originated in 1978 at the U. S. Department of
Defense. The first versions of Ada were procedural, but in 1995, the
language was modified to incorporate object-oriented features. A similar
transformation took place with the C language in 1983, except that the
object-oriented version earned a new name — C++. Hybrid languages,
such as Ada95, C++, Visual Basic, arid C#, give programmers the option
of using procedural and object-oriented techniques. Java is one of the
newest additions to the collection of object-oriented languages.
Originally planned as a programming language for consumer electronics,
such as interactive cable television boxes, Java evolved into an object-
oriented programming platform for developing Web applications. Java
was officially launched by Sun Microsystems in 1995 and has many of
the characteristics of C++, from which it derives much of its syntax. Like
C++, Java can also be used for procedural programming, so it is
sometimes classified as a hybrid language. The object-oriented paradigm
can be applied to a wide range of programming problems. Basically, if
you can envision a problem as a set of objects that pass messages back
and forth, the problem is suitable for the 0 O approach. The object-
oriented paradigm is cognitively similar to the way human beings
perceive the real world. Using the object-oriented approach,
programmers might be able to visualize the solutions to problems more
easily. Facets of the object-oriented paradigm can also increase a
programmer’s efficiency because encapsulation allows objects to be
adapted and reused in a variety of different programs. Encapsulation
refers to the process of hiding the internal details of objects and their
methods. After an object is coded, it becomes a “black box,” which
essentially hides its details from other objects and allows the data to be
accessed using methods. A potential disadvantage of object-oriented
programs is runtime efficiency. Object-oriented programs tend to require
more memory and processing resources than procedural programs.
Programmers, software engineers, and system analysts can work together
to weigh the tradeoffs between the 0 0 approach and runtime efficiency.
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JAVA

Java is a high-level language with which to write programs that can
execute on a variety of platforms. So are C, C++, Fortran and Cobol,
among many others. So the concept of a portable execution vehicle is not
new. Why, then, has the emergence of Java been trumpeted so widely in
the technical and popular press? Why is Java different from other
languages? Part of Java’s novelty arises from its new approach to
portability. In previous High- level languages, the portable element was
the source program. Once the source program is compiled into
executable form for a specific instruction set architecture (ISA) and
bound to a library of hardware-dependent 1/O, timing and related
operating system (OS) services, portability is lost. The resultant
executable form of the program runs only on platforms having that
specific ISA and OS. Thus, if a program is to run on several different
platforms, it has to be recompiled and re-linked for each platform. And
if a program is sent to a remote target for execution, the sender must
know in advance the exact details of the target to be able to send the
correct version. With Java, source statements can be compiled into
machine-independent, “virtual instructions” that are interpreted at
execution time. Ideally, the same virtual code runs in the same way on
any platform for which there is an interpreter and OS that can provide
that interpreter with certain multithreading, file, graphical and similar
support services. With portability moved to the executable form of the
program, the same code can be sent over the net to be run without prior
knowledge of the hardware characteristics of the target. Executable
programs in the Java world are universal. In principle, portability could
have been achieved in the C or C++ world by sending the source program
over the net and then having the compilation and linkage done as a pre-
step to execution. However, this approach would require that the target
system have sufficient CPU speed and disk capacity to run the
sophisticated compilers and linkers required. In the future, network
platforms may not have the facilities to run even a simple compiler. Is
that all? Java is not just a new concept in portability. The Java language
evolved from C and C++ by locating and eliminating many of the major
sources of program error and instability. For example, C has an element
known-as a pointer that is supposed to contain the address at which a
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specific type of information is stored. However, the pointer can be set to
literally any address value, and by «casting» a programmer can trick the
compiler into storing any type of information at the arbitrary pointer
address. This is convenient if you write error-free code and a snake pit if
you don't. Java does not have pointers. Equally important, Java has built-
in support for multiprogramming. C and its immediate descendant C++
were designed to express a single thread of computing activity. There
was no inherent support for multiple program threads executing
simultaneously (on multiple CPUs), or in parallel (timesharing a single
CPU). Any such facilities had to be supplied by an external multitasking
operating system. There are several good programs of this type readily
available, such as MTOS-UX from Industrial Programming. However,
the services provided are all vendor-specific. Neither ANSI nor any of
the various committees set up to hammer out a universal set of OS
services ever produced a single, universally-accepted standard. There are
in fact, several proposed standards, so there is no standard. Java bypasses
the problem by building multithreading and the data synchronization it
requires directly into the source program. You still need an OS to make
this happen, but, the semantic meaning of the OS actions is standardized
at the source level. A standard at last Java has all of the technical
requisites to become the standard programming language for programs
to be distributed over the net. And with a well-supported campaign
spearheaded by Sun Microsystems, Java is becoming the de facto
working standard. Will Java supersede C as the language of choice for
new programs in general? With network programming likely to play an
increasingly larger part in the overall programming field, I think so. Java
for embedded systems. Embedded or real-time systems include all those
in which timing constrains imposed by the world outside of the computer
play a critical role in the design and implementation of the system.
Common areas for embedded systems are machine and process control,
medical instruments, telephony, and data acquisition. A primary source
of input for embedded systems - are random, short-lived, external
signals. When such signals arrive, the processor must interrupt whatever
else it is doing to capture the data or it will be lost. Thus, an embedded
program is most often organized as a set of individual, but cooperating
threads of execution. Some threads capture new data, some analyze the

173



new data and integrate it with past inputs some generate the outgoing
signals and displays that are the products of the system. Currently, most
embedded programs are coded in C, with critical parts possibly in
assembler. Putting the issue of execution efficiency aside, some of the
major problems of C for embedded systems are: *« The permissiveness of
C operations, which can lead to undisciplined coding practices and
ultimately to unstable execution. * The absence of universal standards for
multithreading, shared data protection, and intra-thread communication
and coordination, which can make the program hard to transfer to
alternate platforms. But, these are just the problems that Java solves.
Since many programmers will have to lean Java because of its
importance to the net, it will be natural for Java to supplant C in the
embedded world. The use of Java may be different, however. We
anticipate that Java programs for embedded applications will differ from
net applets in at least five major ways. Embedded applications will be: ¢
compiled into the native ISA for the target hardware; ¢ capable of running
in the absence of a hard or floppy disk, and a network connection; ¢
supported by highly tailored, thus relatively small run-time packages; ©
able to execute on multiple processors, if needed for capacity expansion;
* contain significant amounts of legacy C code, at least during the
transition from C to Java. Mixed systems: multiple languages, multiple
CPUs. While we expect Java to supersede C as the primary programming
language for embedded systems in the near future, there is still an
enormous number of lines of C code in operation. Companies will have
to work with that code for many years as the transition to Java runs its
course. Many systems will have to be a mixture of legacy C code and
Java enhancements. It is not trivial to integrate an overall application
with some components written in Java and others in C or assembler. Part
of the problem arises from security issues: How can Java guarantee the
security of the system if execution disappears into “unknown” regions of
code? Furthermore, the danger is compounded if the non-Java code were
to make OS support service calls, especially calls that alter the
application's threading and data-protection aspects. Java expects to be
the sole master of such matters. Thus we see that mixed language systems
may have to exist, but this is not going to be easy. Similarly, there may
be problems with multiple CPUs. Current CPUs are fast, and get faster
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with each new generation. Yet, there are some embedded applications
for which a single CPU still does not have enough power to keep up with
a worst-case burst of external input. Such systems require multiple CPUs
working together to complete the required processing. Even if the system
can handle current work loads, the next version may not. Do we have a
problem? When you combine the des ire to write in Java, with the need
to execute on unique, system-specific hardware, possibly with mixed
source languages and multiple CPUs, you introduce a major obstacle.
You are not likely to get an off-the-shelf Java OS from Sun
Microsystems. Many companies that have previously offered their own
proprietary real-time OS are now developing a Java OS, or are seriously
considering such an offering. My own company, Industrial
Programming, is currently using its experience with embedded
multithreading / multiprocessor operating systems to create a new system
that will handle applications written in both Java and C. And as the case
with its traditional product, MTOS-UX, the OS is transparent to the
number of tightly-coupled CPUs that are executing the application code.
If one CPU is not enough, you can add more without altering the
application.
DATA SECURITY

There are a variety of security measures that can be used to protect
hardware (the physical components of a computer system) including:

1. Controlling physical access to hardware and software.

2. Backing up data and programs (storing a copy of files on a
storage device to keep them safe).

3. Implementing network controls such as:

eusing passwords (a secret code used to control access to a network
system);

einstalling a firewall (a combination of hardware and software used
to control the data going into and out of a network. It is used to prevent
unauthorised access to the network by hackers);

eencrypting data (protecting data by putting it in a form only
authorised users can understand;

einstalling a call-back system (a system that automatically
disconnects a telephone line after receiving a call and then dials the
telephone number of the system that made the call, to reconnect the line.
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It is used in remote access system to make sure that connections can only
be made from permitted telephone numbers);

eusing signature verification or biometric security devices
(security devices that measure some aspect of a living being e. g. a
fingerprint reader or an eye scanner).

4. Separating and rotating the computing functions carried out by
employees and carrying out periodic audits of the systemi.e.observ
p&”*"/so””.on ;I §..me rk_ systematically.

5. Protecting against natural disasters by installing uninterruptible
power supplies (battery backup system that automatically provide power
to a computer when the normal electricity source fails) and surge
protectors (electronic devices that protect equipment from damage due
to a sudden surge in a power supply).

6. Protecting against viruses by using antivirus programs
(computer programs or sets of programs used to detect, identify and
remove viruses from a computer system) and ensuring that all software
is free of viruses before it is installed. Particular care must be taken when
using public domain software (free software) and shareware (software
that is free to try out but must be paid for if it is used after the trial period).
A smart card is a plastic card containing a processor and memory chip.
It can be used to store large amounts of confidential data including coded
data that can be used as digital cash (electronic currency that is used for
making electronic purchases over the Internet). It can also be used as a
security device to prevent or allow access to a system and allow a user
to withdraw cash from a bank ATM (automatic teller machine - a type of
machine used by banks for enabling customers to withdraw money from
their bank accounts). A smart card reader is a device used for reading
smart cards by detecting radio signals emitted from a radio antenna
(aerial) in the form of a small coil inside the smart card. An anti-virus
program is a program that checks files for virus coding instructions inside
another program and can be used for removing any virus coding
instructions detected. A backup program is a program that stores a copy
of data on a storage device to keep it safe. There are different kinds of
backup, including:

1. Incremental backup which copies all the selected files that have
created or changed since the last full, differential or incremental backup.
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These files are identified by the fact that their archive bit would be on.
The archive bit is a digital bit stored with a file indicating if the has been
backed up since it was last edited. The archive bit is switched off when
the file is backed up using a full or incremental backup.

2. Differential backup which copies all the files created or
modified since the last full backup. The archive bit is not set to “o ff1 by
a differential backup.

3. Full backup which copies all the selected files on a system,
whether or not they have been edited or backed up before. A series of
incremental backups and a full backup, or the most recent differential
backup and a full backup is known as a backup set.

DATA THEFT: HOW BIG IS APROBLEM?

Data theft is, quite simply, the unauthorized copying or removal of
confidential information from a business or other large enterprise. It can
take the form of ID-related theft or the theft of a company’s proprietary
information or intellectual property. ID-related data theft occurs when
customer records are stolen or illegally copied. The information stolen
typically includes customers’ names, addresses, phone numbers,
usernames, passwords and PINs, account and credit card numbers, and,
in some instances, Social Security numbers. When transmitted or sold to
lower-level criminals, this information can be used to commit all manner
of identity fraud. A single data theft can affect large numbers of
individual victims. Non-ID data theft occurs when an employee makes
one or more copies of a company’s confidential information, and then
uses that information either for his own personal use or transmits that
information to a competitor for the competitor’s use. However it’s done,
this is a theft of the business’ intellectual property, every bit as harmful
as a theft of money or equipment. A company’s confidential information
includes its employee records, contracts with other firms, financial
reports, marketing plans, new product specifications, and so on. Imagine
you're a competitor who gets hold of a company’s plans for an upcoming
product launch; with knowledge beforehand you can create your own
counter-launch to blunt the impact of the other company’s new product.
A little inside information can be extremely valuable and damaging for
the company from which it was stolen. Data theft can be a virtual theft
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(hacking into a company’s systems and transmitting stolen data over the
Internet) or, more often, a physical theft (stealing the data tapes or discs).
In many ways, it’s easier for a thief to physically steal a company’s data
than it is to hack into the company’s network for the same purpose. Most
companies give a lot of attention to Internet based security, but less
attention is typically paid to the individuals who have physical access to
the same information. One would expect data theft to be somewhat
widespread. And it probably is if we truly knew all the numbers. The
problem with trying to size the data theft issue is twofold. First, many
companies do not report data theft to the police or do not publicize such
thefts; they’re trying to avoid bad publicity. And even when data theft is
reported, the dollar impact of such theft is difficult to ascertain.
Whichever number is correct, that’s a lot of stolen data. Add to that the
immeasurable cost of intellectual property data theft, and you get a sense
of the size of the problem — it’s big and it’s getting bigger.
Unfortunately, there’s little you as an individual can do to prevent data
theft; the onus is all on the company holding the data. You could reduce
your risk by limiting the number of companies with which you do
business, but that may not be practical. Being alert is your only defence
against this type of large-scale theft.

INFORMATION WARFARE

In the past decade we have witnessed phenomenal growth in the
capabilities of information management systems. National security
implications of these capabilities are only now beginning to be
understood by national leadership. There is no doubt IW is a concept the
modern military officer should be familiar with, for advancements in
computer technology have significant potential to dramatically change
the face of military command and control. Information warfare is an
orchestrated effort to achieve victory by subverting or neutralizing an
enemy command and control (C2) system, while protecting use of C2
systems to coordinate the actions of friendly forces. A successful 1W
campaign seizes initiative from an enemy commander; the IW campaign
allows allied forces to operate at a much higher tempo than an enemy can
react to. The concept of an “OODA Loop” is often used to illustrate
information warfare. OODA stands for the steps in a commander’s
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decision making cycle — Observe, Orient, Decide and Act. Based on the
premise that information is a strategic asset, a portion of IW doctrine
seeks to disrupt or deny access to information in order to seize initiative
from an adversary. The other half of IW doctrine seeks to maintain the
integrity of our information gathering and distribution infrastructure.

Applying Information Warfare. Most modern political and
military C2 systems are based on high-speed communications and
computers. It follows that this information infrastructure, also known as
an Info-sphere”, will be the arena in which information warfare is waged.
Any system or person who participates in the C2 process will be a
potential target in an IW campaign. An IW campaign will focus against
the enemy info-sphere. It will be necessary to isolate, identify and
analyze each element of an enemy info-sphere in order to determine
portions which can affect the OODA loop’s size. Once these areas of the
enemy info-sphere are identified, an attack against critical nodes would
deny access to information, destroy the information, or render it useless
to the adversary forces. Even more damaging, information warriors could
alter data in a network, causing the adversary to use false information in
his decision-making process and follow a game plan of the friendly
commander’s design.

Fighting the information War. One development with implications
for the military is the appearance of “hackers” and ‘“phreakers” —
persons who gain unauthorized access to computer and telephone
systems, respectively. A computer network or telephone system is
designed to transmit information. Much of that information will form an
excellent intelligence picture of an adversary. Computer networks can be
monitored through telephone modems, peripheral equipment, power
lines, human agents and other means, if a system can be monitored
remotely, it might also be accessed remotely. A program could be
installed to record and relay computer access codes to a remote location.
Employing computers as a weapon system will introduce a new glossary
of terminology. Computer war fighting weapons can be divided into four
categories: software, hardware, electromagnetic systems and other
assets. Software consists of programs designed to collect information on,
inhibit, alter, deny use of, or destroy the enemy info-sphere. The
examples of software war fighting; assets have exotic, computer hacker
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names: “knowbot”, “demons”, “sniffers”, “viruses", “Trojan horses”,
“worms” or “logic bombs”.

A knowbot (knowledge robot) is a program which moves from
machine to machine, possibly cloning itself. KNOWBOTs can
communicate with one another, with various servers in a network, and
with users. The KNOWBOT could even be programmed to relocate or
erase itself to prevent discovery of espionage activity. KNOWBOTS
could seek out, alter or destroy critical nodes of an enemy C2 system.
Demon. A program which, when introduced into a system, records all
commands entered into the system. Similar to the demon is the “sniffer”.
A sniffer records the first 128 bits of data on a given program. Logon
information and passwords are usually contained in this portion of any
data stream. Because they merely read and record data, such programs
are very difficult to detect.

Virus. A program which, upon introduction, attaches itself to
resident files or tables on a machine or network. The virus spreads itself
to other files as it comes into contact with them. It may reproduce without
doing any actual damage, or it may erase files via the file allocation table.

Trap Door. A back door into a system, written in by a programmer
to bypass future security codes.

Trojan Horse. A code which remains hidden within a computer
system or network until it emerges to perform a desired function. A
Trojan Horse can authorize access to the system, alter, deny or destroy
data, or slow down system function.

Worm. A nuisance file which grows within an information storage
system. It can alter files, take up memory space, or displace and
overwrite valuable information.

Logic Bomb. This instruction remains dormant until a pre-
determined condition occurs. Logic bombs are usually undetectable
before they are activated. The logic bomb can alter, deny or destroy data
and inhibit system function.

Hardware. The primary purpose of a hardware asset is to bring
software assets into contact with an enemy computer system. Any piece
of equipment connected to a computer, be it a fibre-optic or telephone
cable, facsimile machine or printer, is capable of transmitting
information to that computer. Therefore it is a potential avenue for
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gaining access to the info-sphere. Electromagnetic Systems. Any
mechanisms using the electromagnetic spectrum to subvert, disrupt or
destroy enemy command and control are electromagnetic systems.
Electromagnetic pulse simply shorts-out electronic equipment.

Other assets. This catch-all category makes an important point.
Information warfare is not limited to electronic systems. Simply put,
non-computer assets can compliment use of computer hardware and
software assets, or can act unilaterally. Their goal is to achieve the
desired effect upon the enemy G2 network in pursuit of strategic,
operational or tactical objectives. Successful employment of IW assets
could theoretically end a war before the first shot is fired. IW doctrine
has significant implications for modern military theory. IW will focus on
preventing the enemy soldier from talking to his commander. Without
coordinated action, an enemy force becomes an unwieldy mob, and a
battle devolves to a crowd-control issue. In the not too distant future,
computer weapon systems will conduct “software strikes” against the
enemy infosphere to disrupt command and control. Targets will be
chosen for military, political or economic significance. IW opens new
doors throughout the spectrum of conflict to achieve tactical, operational
and strategic objectives.

Information warfare is a concept which is only now beginning to
make its way through governmental and military circles. The technology
currently exists with which to conduct an IW campaign. National leaders
must reflect on the implications of this new technology in order to
develop coherent policy and rules of engagement.

ARTIFICIAL INTELLIGENCE AND EXPERT SYSTEMS

There is a class of computer programs, known as expert systems
that aim to mimic human reasoning. The methods and techniques used
to build these programs are the outcome of efforts in a field of computer
science known as Atrtificial Intelligence (At). Expert systems have been
built to diagnose disease, translate natural languages, and solve complex
mathematical problems. In conventional computer programs, problem-
solving knowledge is encoded in program- logic and program-resident
data structures. Expert systems differ from conventional program-, both
in the way problem knowledge is stored and used. An expert system is a
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computer program, with a set of rules encapsulating knowledge about a
particular problem domain (i.e. medicine, chemistry, finance, flight and
so on). These rules prescribe actions to take when certain conditions
hold, and define the effect of the action on deductions or data. The expert
system, seemingly, uses reasoning capabilities to reach conclusions or to
perform analytical tasks. Expert systems that record the knowledge
needed to solve a problem as a collection of rules stored in a knowledge-
base are called rule-based systems. Expert systems are especially
important to organizations that rely on people who possess specialized
knowledge of some problem domain, especially if this knowledge and
experience cannot be easily transferred. Artificial intelligence methods
and techniques have been applied to a broad range of problems and
disciplines, some of which are esoteric and others which are extremely
practical. Expert systems are used by the investments, banking, and
telecommunications industries. They are essential in robotics, natural
language processing, theorem proving, and the intelligent retrieval of
information from databases. They are used in many other human
endeavours which might be considered more practical. Rule-based
systems have been used to monitor and control traffic, to aid in the
development of flight systems. A rule-based, expert system maintains a
separation between its knowledge base and that part of the system that
executes rules, often referred to as the expert system shell. The system
shell is indifferent to the rules it executes. This is an important
distinction, because it means that the expert system shell can be applied
to many different problem domains with little or no change. It also means
that adding or modifying rules to an expert system can effect changes in
program behaviour without affecting the controlling component, the
system shell. r The language used to express a rule is closely related to
the language subject matter experts use to describe problem solutions.
When the subject matter expert composes a rule using this language, he
is, at the same time, creating a written record of problem knowledge,
which can then be shared with others. Thus, the creation of a rule kills
two birds with one stone; the rule adds functionality or changes program
behaviour, and records essential information about the problem domain
in a human-readable form. Knowledge captured and maintained by these
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systems ensures continuity of operations even as subject matter experts
(i.e. mathematicians, accountants, physicians) retire or transfer.

Furthermore, changes to the knowledge-base can be made easily
by subject matter experts without programmer intervention, thereby
reducing the cost of software maintenance and helping to ensure that
changes are made in the way they were intended. Rules are added to the
knowledge-base by subject matter experts using text or graphical editors
that are integral to the system shell. Finally, the expert system never
forgets, can store and retrieve more knowledge than any single human
being can remember, and makes no errors, provided the rules created by
the subject matter experts accurately model the problem at hand.

ARTIFICIAL INTELLIGENCE IN EDUCATION

For decades, science fiction authors, futurists, and movie makers
have been predicting the amazing changes that will arise with the advent
of widespread artificial intelligence. So far, Al hasn't made any such
extreme waves, and in many ways has quietly become ubiquitous in
numerous aspects of our daily lives. From the intelligent sensors that help
us take perfect pictures, to the automatic parking features in cars, to the
sometimes-frustrating personal assistants in smart phones, artificial
intelligence of one kind or another is all around us all the time. One place
where artificial intelligence is poised to make big changes (and in some
cases already is) is in education. White we may not see humanoid robots
acting as teachers within the next decade, there are many projects already
in the works that use computer intelligence to help students and teachers
get more out of the educational experience. Here are just a few of the
ways those tools, will shape and define the educational experience of the
future.

Artificial intelligence can automate basic activities in education,
like grading. In college, grading homework and tests for large lecture
courses can be tedious work. Even in lower grades, teachers often find
that grading takes up a significant amount of time, time that could be
used to interact with students, prepare for class, or work on professional
development.

While Al may not ever be able to truly replace human grading, it’s
getting pretty close. It’s now possible for teachers to automate grading
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for nearly all kinds of multiple choice and fill-in-the-blank testing and
automated grading of student writing may not be far behind. Today,
essay-grading software is still in its infancy, yet it can (and will) improve
over the coming years, allowing teachers to focus more on in-class
activities and student interaction than grading.

Educational software can be adapted to student needs. From
kindergarten to graduate school, one of the key ways artificial
intelligence will impact education is through the application of greater
levels of individualized teaming. Some of this is already happening
through growing numbers of adaptive learning programs, games, and
software. These systems respond to the needs of the student, putting
greater emphasis on certain topics, repeating things that students haven’t
mastered, and generally helping students to work at their own pace,
whatever that may be. This kind of custom-tailored education could be a
machine-assisted solution to helping students at different levels work
together in one classroom, with teachers facilitating the teaming and
offering help and support when needed. Adaptive learning has already
had a huge impact on education, and as Al advances in the coming
decades adaptive programs will likely only improve and expand.

Students could get additional support from Al tutors. While there
are obviously things that human tutors can offer that machines can’t, at
least not yet, the future could see more students being tutored by tutors
that only exist “in zeros and ones”. Some tutoring programs based on
artificial intelligence already exist and can help students through basic
mathematics, writing, and other subjects. These programs can teach
students fundamentals, but so far aren’t ideal for helping students learn
high-order thinking and creativity, something that real-world teachers
are still required to facilitate. Yet that shouldn’t rule out the possibility
of Al tutors being able to do these things in the future. With the rapid
pace of technological advancement that has marked the past few decades,
advanced tutoring systems may not be a dream.

Al-driven programs can give students and educators helpful
feedback. Al can not only help teachers and students to craft courses that
are customized to their needs, but it can also provide feedback to both
about the success of the course as a whole. Some schools, especially
those with online offerings, are using Al systems to monitor student
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progress and to alert professors when there might be an issue with student
performance. These kinds of Al systems allow students to get the support
they need and for professors to find areas where they can improve
instruction for students who may struggle with the subject matter. Al
programs at these schools aren’t just offering advice on individual
courses, however. Some are working to develop systems that can help
students to choose majors based on areas where they succeed and
struggle. While students don’t have to take the advice, it could mark a
brave new world of college major selection for future students.

It could change the role of teachers. There will always be a role
for teachers in education, but what that role is and what it entails may
change due to new technology in the form of intelligent computing
systems. As we’ve already discussed, Al can take over tasks like grading,
can help students improve learning, and may even be a substitute for real-
world tutoring. Yet Al could be adapted to many other aspects of
teaching as well. Al systems could be programmed to provide expertise,
serving as a place for students to ask questions and find information or
could even potentially take the place of teachers for very basic course
materials. In most cases, however, Al will shift the role of the teacher to
that of facilitator. Teachers will supplement Al lessons, assist students
who are struggling, and provide human interaction and hands-on
experiences for students. In many ways, technology is already driving
some of these changes in the classroom, especially in schools that are
online or embrace the classroom model.

All can make trial-and-error learning less intimidating. Trial and
error is a critical part of learning, but for many students, the idea of
failing, or even not knowing the answer, is paralyzing. Some simply
don’t like being put on the spot in front of their peers or authority figures
like a teacher. An intelligent computer system, designed to help students
to lean, is a much less daunting way to deal with trial and error. Artificial
intelligence could offer students a way to experiment and lean in a
relatively judgment-free environment, especially when Al tutors can
offer solutions for improvement. In fact, Al is the perfect format for
supporting this kind of learning, as Al systems themselves often lean by
a trial-and-error method.
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Data powered by all can change how schools find, teach, and
support students. Smart data gathering, powered by intelligent computer
systems, is already making changes to how colleges interact with
prospective and current students. From recruiting to helping students
choose the best courses, intelligent computer systems are helping make
every part of the college experience more closely tailored to student
needs and goals. Data mining systems are already playing an integral
role in today’s higher-education landscape, but artificial intelligence
could further alter higher education, initiatives are already underway at
some schools to offer students Al-guided training that can ease the
transition between college and high school. Al may change where
students learn, who teaches them, and how they acquire basic skills<
While major changes may still be a few decades in the future, the reality
is that artificial intelligence has the potential to radically change just
about everything we take for granted about education. Using Al systems,
software, and support, students can learn from anywhere in the world at
any time, and with these kinds of programs taking the place of certain
types of classroom instruction, Al may just replace teachers in some
instances (for better or worse). Educational programs powered by Al are
already helping students to learn basic skills, but as these programs grow
and as developers team more, they will likely offer students a much wider
range of services. What is the result? Education could look a whole lot
different a few decades from now.
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USEFUL GRAMMAR

Paznen BxmovaeT cienyrone pasnensl: ¢ ViMs CyliecTBUTENbHOE /
The Noun; ¢ Apruxib / The Article; « Mecroumenne / The Pronoun; ¢
Nms uaucnurensHoe / The Numeral; ¢ Wwms npunararensHoe / The
Adjective; ** IIpennoru / Prepositions; * Imaron / The Verb; * TTopsiiok
CJIOB B IIPEIIOKCHHUU.

HNwmsa cymecrButeabHoe (The Noun)

NMms cymiecTBUTETbHOE — YacTh pedyd, OOO3HAdaromas MpeaMeT H
oTBeyaromias Ha Bornpockl: KTo 310 ? (Who is this ?) umm uto ato ? (What
is this?)

ITo CBOEMY 3HAYCHUIO UMeHa CYIIECTBUTEIILHBIC
nensitesi: Ha cooctBennbie (Charles Babbage, Konrad Zuse, Washington)
W HapuIateabHbie (a computer, a machine, a device)

HapI/IHaTeJ'IBHI)Ie OCIATCA Ha:
CyIiecTBUTENbHBIE TaKKe HO/IPA3IENISIOTCS Ha
ucuncnsgemeie (@ device — ycTpoiicTBo, devices — ycTpoicTBa)

u Hencuncasiemsrie (information, advice, knowledge).

BonpmmHCTBO MMEH  CyHIECTBUTEIBHBIX B  AHTJIMHCKOM  SI3BIKE
yHOTpeOsSeTCs C apTUKIISIMHU.

Aptuxas /(The Article)

OcHoBHast pyHKIIMS apTUKJIS - YKa3bIBaTh HA OMPEIEICHHOCTh WU
HEONpeAeNeHHOCTh  cyllecTBUTENbHOrO.  I[loaToMy  cymiecTByrOT
Heomnpe/ieJeHHbIH apTHKJIBL a/an (indefinite article) u onpenesneHHbI
apTukJib the (definite article), HymeBo# apTukib (zero article) — 3to
OTCYTCTBHE apTHUKIISL.

I'maBHBIA NPUHOUN BHIOOPA APTUKJA B aAHIVIMICKOM S3bIKE:
HeonpeAeNeHHbIH apTUKIIb a/an Mbl CTAaBUM, KOTJ[a TOBOPUM HE O KaKOM-
TO KOHKPETHOM IMpeaMeTe, YelOBEKE WM SIBICHUHU, a 00 OJHOM U3
MHoOTux. Ecnm ke peub UAET O YeM-TO HIM KOM-TO KOHKPETHOM,
ynoTpeoseM onpeieNeH bl apTHKIb the.

APTUKIIM Ha PYyCCKUH S3bIK HE TIEPEBOJISATCS, HO €CJIU TOMBITAThCS
MEPEBECTU TI0 CMBICTY, TO HEOTIPEICICHHBIN apTUKIIb a/an 3HAUYUT «OIHH,
KaKo#-TO», onpeieIeHHbIN the - «3TOT», «TOT».

I need a computer. - MHe HyXeH KOMIIbIOTEp. (KaKOH-TO OIWH
KOMITBIOTED)

I need the computer I chose yesterday. - MHe HyXeH KOMITBIOTED,
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KOTOPBIH 51 BYepa BHIOpaL. (TOT caMblii, KOHKPETHBI KOMIIBIOTED)

Mbl He HMcHOJb3yeM apTHKJM a, an win the, ecnm mepen
CYIIECTBUTEIBHBIM YK€ CTOUT:

MIPUTSDKATEIIBHOE MECTOMMEHHE (my - MO, his - ero);

ykazareiabHoe MecrouMenue (this - ator, that - ToT);

YUCJIUTENIBHOE (ONn€ - OJIMH, tWO - 11Ba).

This is my printer. I have one printer.
HeonpenesieHHbII apTHKIB a

HE HMCIIONB3YETCsl C CYNIECTBUTEIBHBIMA BO MHOXKECTBEHHOM YHCIIE.

HeonpenaesieHHblii apTHKJIb an

- €CIM CJOBO HayMHaeTcs ¢ IIacHOro 3Byka: an algorithm, an
operating system.

- HeonpeaeeHHblil apTUKIb a/an ynorpedJisieTcs:

- TIpW YIIOMUHAHWH YETO-TO B IEPBBIN pa3

- C OTHHM W3 TPYIIBI, THIIA, PO/

- ¢ Ha3BaHHWEeM Ipodeccuu, HAITMOHATBHOCTH

- KOrma Mbl HCIONIb3yeM MpuiaraTebHOE JJIsl  ONHCaHUs
CYILIECTBUTEIBHOTO

- ¢ Apo0sSiMU, eTMHUIIAMH MEpPBI, Beca, OONbIINMU YUCTIaMHU

- BMecTe ¢ half/quite

Heonpenenennbiii  apTukib  a/an  He  ymorpeOmseTcs C
HEUCUHUCISIEMBIMU CYIIECTBUTEIbHBIMHU.
OnpenesieHHblid apTukIIb the ynmorpeoJsercs:

- C CYUIECTBUTEIIbHBIMH, KOTOpbIE€ OBLIM YHOMSHYTHI paHee.
[TepBrlii pa3 MBI UCIIONB3yEM apTUKIIb a/an, a BTOpoi pa3 - the.

- BIIEPBBIE, HO MMOHATHO O KOM/O YeM UJET peub

- C CyIIECTBUTEIbHBIMHU, KOTOPHIE KOHKPETU3UPYIOTCA C TOMOIIBIO
JIOTIOJTHUTENbHON HH(pOpMALHH
C CYUIECTBUTEIbHBIMH, JUHCTBEHHBIMU B CBOEM POJIE
nepeJ MpuilaraTeIbHBIMU B IPEBOCXOTHON CTENICHH

nepe. NOPSAAKOBBIMHU YHUCIUTEIbHBIMU

nepeJ TaKUMHU CIIOBaMHU, Kak same, whole, right, left, wrong, only,
main, last, next, previous

- mepeja HallMOHAJIBHBIMH TPyIIaMH

- mnepea GpaMUIUSIMU B 3HAYCHUU CEMbSI, CEMEHCTBO

- mepen MpuJiarareaIbHbIMU B 3HAYEeHUU
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CYILLECTBUTEIBHOIO BO MH.4., 0003HaYarOIIMMHU PYIIIIbI JTIOACH.

Mectoumenus (Pronouns)

OHM yKa3bIBalOT Ha OOBEKT WJIM YEJOBEKa, 0003HAYAIOT MX MPU3HAKU

HJIM KOJIMYCCTBO, HO HEC HA3bIBAIOT MX HAIIPAMYIO.

MecTouMeHHS ITIOMOraroT U30eraTh HCHYXHBIX IIOBTOPOB 1 OYCHBb TOYHO

BbIpaXKaTb CBOW MBICJIH.

[To cBoemy CocraB Mecroumenus
CTPOCHHIO
MECTOUMECHUS
B aHTJIMIICKOM
TEIIATCS
Ha clIeyIolne
TPYIIIIBL:
['pynma
MECTOMMEHHI
[Tpocteie Onun KOpeHb | |
MECTOMMEHHSI he
(Simple pronouns) us
they
Same
whose
CocraBHble JIBa kopHs u 6ostee | somebody (some +
MECTOUMECHHS body)
(Compound myself (my + self)
pronouns) nothing (no + thing)
CrnoxHble Heckonbko cioB each other
MECTOMMEHHS one another
(Composite
pronouns)
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Takxe Bce MECTOMMEHHS JIETISATCS HA HECKOJIBKO TpynIi-pa3psanos. Beero
TaKUX KJIaCCOB MECTOMMEHHUU B aHTJIHUCKOM S3bIKE ACCATh: JIUYHBIC
(Personal  pronouns), mnpuTsbkaTenbHbie  (POSSessive  pronouns),
Bo3Bparubie (Reflexive pronouns), szaummusie (Reciprocal pronouns),
yKa3aTeJabHble (Demonstrative pronouns), BOIIPOCUTEIIbHBIE
BornpocutenbHbie (Interrogative pronouns), orHocurensHbie (Relative
pronouns), ompenenstoniie (Defining pronouns), orpumarebHbIC
(Negative pronouns), neomnpexnenéuubie (Indefinite and Negative
pronouns).

[IpuBenéM MeCTOMMEHHS MO OTHOLICHUIO K KKIAOW Tpymnine OTACIbHO

U noJipoOHee paccMoTpUM HX 0COOEHHOCTH.
Pazpsnbr AHTIninckue 3HaueHne
MECTOMMEHMUS
JInmunabre | il
You Tor
He On
She Omna
It OHo
We MeEl
You Br1
They Onwu
[IputsoxaTenbHbie My MOM
Your TBOM, Balll
His ero
Her eé
Its ero, e€, cBoi
Our HaIll
Their ux
Vka3arenbHble This 3TOT, 3T, 3TO
That TOT, Ta, TO
These 3TH
Those TE
Such Takue
BosBpartHnsbie Myself ce0s1, cebe
Yourself ce0s
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Himself cebs1, caM
Herself ce0s1, cama
Itself cebs1, cebe, caM, cama,
camo
Ourselves cebs1, cebe, camu ceods,
Yourselves cebe
Themselves caMux ce0st; caM, ceos,
cebe
B3aumnbie Each other JpyT Ipyra
One another | onua  apyroro; apyr
npyra
PaznenurensHbie Other JPYTOH, WHOM,
oCTajJbHBIE
Another NPYTO, WHOH,
MOJOOHBIN, emé OoIuH
BonpocurenbsHbie Who KOTOPBIH, KTO
What YTO, KaKOH KOTOPBIH,
Which KTO, KaKOM
yer, 4yné€ KTO OBl HH...,
Whose KOTODBIi OBl HHL...
Whoever KaKoi OBl HH. ..,
4yTO OBI HHU..., XOThb YTO-
Whatever HUOYIb Kako# OblI HH...,
KAaKOM yroJHo
Whichever
OTHOCUTENbHBIE Who KOTOPBIH, KTO
Whose yeil, upé
Which KOTOPBI#, KaKkoii, KTO
TOT, Ta, TO
That
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Heonpenenennsie Some HEKOTOpBIC, OJ1HHU,
JpyTrHe
Something HEUTO, YTO-HHOY b, KOEe-
41O
Somebody KTO-TO
Someone KTO-TO, KTO-HHOY ITb,
HEKTO JI000M, BCIKHI,
Any KTO-11100, KaKOM-
HUOY b
HHYTO, YTO YTOJTHO, BCE
Anything KTO-HUOYIb, HUKTO,
JII000M, BCAKHI
Anybody KTO-HUOY/Ib, HUKTO,
BCSKUH, JTI000H
Anyone
OtpunarenbHbIe No HUKaKOU
Nothing HUYEr0, HUYTO HUKTO
Nobody HUKTO, HUKOT'O, HA OJWH
No one HUKTO, HH OJ{H, HUYTO,
HU OJIMH W3... HH OJHH,
None HUKTO, HH TOT
HU JIpyTOH
Neither
Omnpepensroniue All BCE, KaXKIBI KaKJIbIMH,
Each BCSKHIA
Both U TO u Jpyroe, oba
Every KaXXJIbIH, BCE, BCIKUI
BCE
Everything KaXJIbIi, BCSKUH
Everybody KaXJIbIi, BCSKUH
Everyone
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HUms yncaureabHoe (The Numeral)

Nmenem uuncnurensabiM (The Numeral) HasbsiBaeTcst vacTh peuw,
KOTOpass 0003HAYaeT KOJMYECTBO WJIM  TOPSJIOK  MPEIAMETOB.
YucauTeabHbIC B aHTJIHICKOM SI3BIKE, TAK e KaK U B PYCCKOM JCIIATCS
Ha kommuectBeHHble (Cardinal Numerals) wu  nopsakoBbie
yucaurenababie (Ordinal Numerals).

MmeHa yncnuTebHbIe OBIBAIOT MPOCTHIE, POU3BOIHbIE U COCTABHBIE.
K npocTbiM uMeHaMm YUCIUTEIbHBIM OTHOCSTCS:
one - omuH, two - 1Ba, three - Ttpu, hundred - cro, thousand -
ThIcsua, first - mepssiii, Second - BTopoii u T.1.

K npou3BoHbIM MMEHAM YHCIMTEIBHBIM OTHOCSATCS YHCIUTEIbHBIC,
uMeroImue B cBoeM coctaBe  cyddukce -teen, -ty, -th:fourteen -
YeThIpHAAIATh, SEVeNty - cempaecst, tenth - gecsTorit u T.11.

K cocTaBHBIM HMEHAM  YHCIUTEIBHBIM OTHOCSTCS YHCIMTEIbHBIC,
COCTOSIITHE u3 TBYX Win Oonee CIIOB:
four hundred - getsipecra, Six hundred and twenty five - mectbcor
nBaauath msath, three thousand five hundred and seventy two - tpu
TBICSTYM MATHCOT CEMbBJIECST JBa U T.II.
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KonmuectBennsie uncnurenbhbie (Cardinal Numerals)

1—one 11 — eleven

2 —two 12 — twelve

3 — three 13 — thirteen

4 — four 14 — fourteen
5 — five 15 — fifteen

6 — Six 16 — sixteen

7 — seven 17 — seventeen
8 — eight 18 — eighteen
9 — nine 19 — nineteen
10 —ten 20 — twenty

101 — a (one) hundred and one 1,000 — a (one) thousand
200 — two hundred 2,000 — two thousand

[Mopsakoseie uncautensHbie (Ordinal Numerals)

1st — first 11th — eleventh
2nd — second 12th — twelfth

3rd — third 13th — thirteenth
4th — fourth 14th — fourteenth
5th — fifth 15th — fifteenth
6th — sixth 16th — sixteenth
7th — seventh 17th — seventeenth
8th — eighth 18th — eighteenth
9th — ninth 19th — nineteenth
10th — tenth 20th — twentieth
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21 — twenty-
one

22 — twenty-
two, ...,

30 — thirty
40 — forty
50 — fifty

60 — sixty
70 — seventy
80 — eighty
90 — ninety
100 — a (one)
hundred

100,000 —a
(one) hundred
thousand
1,000,000 —a
(one) million

21st —
twenty first,

ceey

30th —
thirtieth
40th —
fortieth
50th —
fiftieth
60th —
sixtieth
70th —
seventieth
80th —
eightieth



90th —
ninetieth
100th —a
(one)
hundredth

Jpo6wu (Fractional Numerals)

Y,— a (one) half

3
1/5 — one third 2°ly two

and three
sevenths

[Mpocteie (Common Fractions)

0.3 — nought (zero) point three (point
three)

Hecstuunbie (Decimal Fractions) 2.35 — two point three five (thirty five)
32.305 — three two (thirty two) point three
zero (nought) five

XPOHOJIOTHYSCKHE JATHI

["oztb1, B OTIIMYHME OT PYCCKOTO S3bIKa, 0003HAYAIOTCS KOJIUYECTBEHHBIMU
YUCIUTENbHBIMUA. [Ipy uTeHWHM 0003HAYECHHH TOJa XPOHOJIOTHYECKas
naTa JIEMMTCS TIOMOJIaM, MPUYEeM KaKaas IIOJIOBUHA YHMTAETCS Kak
OTJEIBLHOE YHUCJIO:

1900 - nineteen hundred
1904 - nineteen four
1964 - nineteen sixty-four

In 1964 - in nineteen sixty-four

CnoBo year (200) mociie 0003HAa4YeHHsS To0Ja HE YIOTpeOJsseTrcs.
Ho Bo3mosken BapuanT: In the year (of) 1964.

HaTbI 0003Ha4aroTCs MNOPAAKOBBIMH YHCIIUTCIbHBIMM

16-th June, 1964 - The sixteenth of June, nineteen sixty four

June 16-th, 1964 - June the sixteenth, nineteen sixty four
June 16, 1964
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Nmsa npuaarareasnoe (The Adjective)

MMeHeM npuiiaraTeJIbHbIM Ha3bIBACTCS YaCTh PEUYH, KOTOpas 0003HAYaeT
NPU3HAK PEIMETa U OTBEYACT Ha BOIPOC:

What? (Kaxkoii?)

good - xopouui, interesting - uatepecHsIi, RUssian - pycckwii.

B oTimume oT pyccKoro s3biKa, MpHJarareibHble B aHTIIMHCKOM SI3BIKE
HE [TOJIBEPTalOTCs HUKAKMM W3MEHEHMSIM, HU 110 POJIaM, HH I10 YKCIIaM.

1. MMpocreie good - xopommwii, bad - mroxoit, long - amuHHLM, large -
(simple) OO0JIBIIION, €aSY - JIETKHi

¢ cypdukcamu: ¢ npeduKcamu:
-ful powerful -momrHbIi un- untrue - JIOXHBIIA,
-less useless - HETPaBUJIbHBIN
0ecroe3HbIH in- insecure -HeGe30MaCHBIH
-able capable - Im- impossible - HeBO3MOXXHBII
CIIOCOOHBII ir- irrelevant - neymecTtHbIi
-OUS numerous -

2. IlpousBoaHbIe

L MHOT'OYHCJIEHHBII
(derivative)

-y lucky - ynaunuBsii,
CYACTIIMBBIN

-ly lovely - npenectHsIi,
CJIaBHBIN

-ish reddish -
KpacCHOBAThIN

-en golden - 3omotucThIi

3. CocTaBHBIC

snow-white - 6enocuexuniii, dark-blue - temuo-cuanit
(compound)

Crenenu cpaBHeHUs!

MOJOKUTEJIbHAA CPaBHUTEJbHAsI IPEBOCXOIHAN

long - mmmuHHLIE longer - gmuaHEe the longest

OHOCTOKHbIE caMBbIi JUTMHHBIN
large - Oomwmioit larger - Oombire the largest

caMbIit 00bIIION
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MHuoroc/j10:kHbI€

HUckarouyenuns

easy - JIETKU

OO0JIBbLLION

big -

beautiful
KpaCHUBBIN
impossible
HEBO3MOXKHBIN

good - xoporuii

bad -

IJIOXOMH

little -
MaJIEHbKUN

many, much -
MHOTHE

far - TAJIEKAN

CpaBHUTe/IbHbIE KOHCTPYKIHH

than - yem

as ... as - TaxK ...
Kak

not so ... as - He
TaK ... KaK

the (more)

... the (less)

gem (Oouble) ...
TeM (MEHbIIIE)

easier - JIeT4e

bigger - Gosnbiie

more beautiful

KpacuBee
more impossible
HEBO3MOXHEE

better -  ayume
worse - XyxKe
less - MEHBIIIE
more -  GosblIe

farther, further -
Jajblie

the easiest
CcaMbIi JIETKUH
the biggest

caMblil 0OJIBIIION

the most beautiful
caMbIi KpacHBbIN
the most impossible
CaMblil HEBO3MOXKHBII

the best
caMBbId

the worst
CaMBbId

the least
HanMcCHEEC,
HANUMCHBIIICC
the most
HanooIee, CaMbIi
the farthest, furthest
CcaMBbIil JaleKui

N 11007071

Xy AN

The result of the experiment is much better than that of the

previous one.
Pesynbrar  skcmepuMeHTa  ropazio  Jyulle, YeM Yy
PEabIAYIIETO.

This result is as good as that one.
9T10T PE3YJbTAT TAK K€ XOPOII, KaK TOT.

This result is not so good as that one.
OT10T PE3YJbTAT HEC TAK XOPOLI, KaK TOT.

The more we study the less we know.

UeMm O0IbIIIE MBI Y4uM, TCM MCHBIIIC MbI 3HACM.
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Hapeune /(The Adverb)
Hapeuue - vacte peun, Koropas 0003HAuaeT NPU3HAK WM 00pa3
MIPOUCXOIAIIETO AecTBUA. Hapeuns B aHIVIMKACKOM SI3bIKE OTBEYAIOT Ha

BOIIPOCHI:

= How? (Kak?)

=  Where? (I'ne?)

=  Why? (ITouemy?)

=  When? (Korma?)

= In what manner? (Kakum o6pazom?)
= To what degree? (B kakoii crernenu?)

1. lIpocreie
(simple)

2. [IpousBoanbie
(derivative)

3. CocTraBHbBIE
(compound)

4, CoBunaaamwliime mo

dopme:
¢ NpuJIarareJibHbIMH

¢ mpeIoramMu

C coro3aMu

well - xopomio, much - muoro, very - ouensn, often -
9acTo

partly - vactuuno, quickly - 6sictpo, hardly - ensa

sometimes - unornma, somewhere - rae-

HuOyap, anywhere - rae-HuOy b (BOMpP. M OTPHIL.
mpemt.), howhere - murae, since then - ¢ tex mop, SO
far - o cux nop, moka

fast - 6eicTpo (ObICTpHIiT), hard - skecTko
(xecTkuii), late - mo3aHo (1103 1HMI)

after - mocne, before - npexne uem (mepex), since - ¢

Tex mop (c)

since - ¢ tex mop (c Tex mop kak), when -
koraa, where - rae, but - kpome (HO)

Ipexaoru (Prepositions)
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IIpemsiorn - 3TO CITy’KeOHbIE CJIOBA, BBIPAKAIOIINE
OTHOIIIEHHE CYIECTBUTEIBHOIO, MECTOUMEHUS, YUCIIUTEIBHOTO, TEPYH
IS K APYTUM YacTAM PEYU B IIPEJIOKEHUU.

[Ipennoru odeHb BakKHbBI JUIsl OCTPOEHUS M IOHMMAHUS aHIJIMKACKOIO
NpEVIOKEHUS, TaK Kak SIBJISIFOTCS. OJHUM M3 OCHOBHBIX CpPEJCTB,
KOTOPBIE YKa3bIBAIOT Ha CBA3b CJIOB B IPEUI0KEHHUN.

1.ITpocTeie (simple) of, for, in, at, on

2. [TpousBoHBIC

L across, between, below
(derivative)

3. CnoxHbIe into, upon, within, outside

(complex)
4. CocTtaBHBIE out of, in front of, by means of, in
(compound) spite of

[Ipennorn, oOo3HayarolMe OTHOIIEHHUS, BBIpAXKAEMble B PYCCKOM  SI3bIKE
MaJeKHBIMU OKOHYaHUSIMHU

nagex (pyc. s#s) of
(aHra. n3) HMEHHTEABH A
HMEHNTEALNMIA POANTECABLHER I t f
¢ 0, Tor
obwmh parenbHui ' '
ANYNBIE BHHHTEALH R
MCCTOMMCHNR |
TBOPHTCALHLA
CYWECTRNTEABHbE
o6bexTHMA NPEATOKHIA

npmnxamsnull._l pOAHTEALHE I by with

[Mpennoru mecta (Prepositions of Place)
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over
behind
T
X on
at //L.'n " T near
under
in front of

below, beneath

on - ga
in-B
at-y

under (below, b

eneath) - o,
HUXC

over - gHaj
near - oxKoJo
in front of -
nepexn

behind - 3a,
o3aIun
across - uepes
through -
4cpe3, CKBO3b
between -
MEXIY

among - cpeau

ITpemtoru nanpasnenus (Prepositions of Direction)

out of

into off
to e from
————— | _] T — - — -
towards -

to -k, Ha, B
towards - k, B
HaIpaBJICHUN
from - or, u3
into - B
(BHYTPB)

out of - u3
(M3HYTpH)
off - ¢, or
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on the box - Ha smuke
in the box - B smuke
at the box - y siuka
under the box - mox
AIIUKOM

over the box - man
AIHUKOM

near the box - oxomno
ArKa

in front of the box -
nepen sSIIuKoM
behind the box -
03aau AIHUKa
across the street -
qepes Yy

through the window -
CKBO3b OKHO

between two windows
- MEXAY IBYMS
OKHaMu

among the students -
Cpely CTyAEHTOB

to the house - k 1omy
towards the house - B
CTOpOHy aomMa

from the house - or
Jgoma

into the house - B tom
out of the house - u3
JgoMma

off the house - ¢ qoma



[pennoru Bpemenu (Prepositions of Time)

for an hour
for-B
on Saturday - B
TCUCHHUC
on-B cyob0oTy
on the first of
May - . ring th
ay - mepBoro during - during the
Mas B0 BheMs lecture
in - B, uepes, 3a, B TCUCHUE in March - B P
MapTe
in a month - before the
before -
gyepe3 MecCsIIl HepesL, 10 lecture —
at 7 o’clock - B pex,
at-B ceMb 9acOB
by 3 o’clock - k after - after the
by - x (k0 BpemeHHU eM JacaM lecture —
y ( p ) B I10CJIC
from 3 till 5
from ... till-c ... mo o’clock - ¢ Tpex .. .y till June -
A PEX il (until)
0 IIATH 4aCOB - 10 10 UFOHS
- between on
. . , between -
since - ¢ since 5 o’clock one and
MEXIY
- C IISITH YacoB two
o’clock -

Laaroa (The Verb)

I'aaroa (the Verb) - gacts peun, koropass 0003HAYaET ACHCTBHE
WA COCTOSIHUE JIMIIA WJIH [TPEAMETA.

I'maronel  OBIBAIOT npocmible ¥ npouzsoousvie. K mpocThiM
OTHOCSITCS TJIaroJibl, HE HMEIOIIME B CBOEM COCTaBe HU MPe(HUKCOB, HU
cybdukcos: t0 run - 6erats, to do - nenath. K mpou3BOIHBIM OTHOCSATCS
rJIaroyibl, UMEIONIHEe B CBOEM cocTaBe cypdukchl wam mpedukcs: to
widen - pacummpsts, to simplify - ynpomars.
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IIo cBoeMy 3HAUEHHIO M BBIIOJIHAEMOW B IPEUIOKEHHUH POJIH
[JIarojipl  JENATCA  Ha CMBIC/I06ble, 6CROMOZamenbHble, 2/1A201bl-
C6A3KU V1 MOOAIbHBIE 2N1A20TbL.

B aHrnumiickom si3bIke y TJIarojoB MOXET ObITh JABE KaTE€ropuu
dopm: nmuuneie (Finite Forms) u nemmunsie (Verbals). Jluunbie Ghopmbl
AHTJIMHCKUX TJIarojoB BbIPAXArOT JIMIIO, YUCIO, BPEMS, HAKIOHEHUE,
3anor. Henmunsie (opMmbl Tiiarona BeIpaXarT JeHcTBUE 0€3 yKa3zaHHs
JMIa, YACiIa U HakimoHeHus. K HennyHbIM opMam riarojia OTHOCSATCS
unuuutus (Infinitive), npuuacrue (Participle), repynauii (Gerund).

[lo cTpykType rmarojiel JA€NSTCS Ha MPOCTbIE, MPOU3BOJHBIE,
CJIOKHBIE 1 COCTaBHbIE.

B coctaB mpoCTBIX I1arojioB aHIVIMMCKOTO SI3bIKa HE BXOST HU
cypduxcel, HH  npedukchl, Hampumep, t0 go-  uxaTH, 0 say —
TOBOPHTH, {0 read — uuTath.

[Ipon3BomHbIE TIaroisl UMEOT B CBOEM cocTaBe adUKCHI
(mpedukcel, cybdukce, wim W TO, W apyroe): to unbutton —
paccreruBarh, t0 activate — mpuBoUTh B JCHCTBHE.

CrnoxHble TIaroyisl 00pa3yroTcs MOCPEACTBOM COEIUHEHUS JIBYX

cioB B oxaHo: {0 typewrite — mewarats Ha MmamuHKe browbeat —
3ammyruBath, t0 Overcome - mpeomosets, t0 broadcast - nmepemaBats 1o
pazmo.

K cocraBHBIM TJlaroysiaM OTHOCSATCS COYETAHMS TIJIArOJIOB C
HapeYMsMHU WM  TpeioraMd  (Takue  TJIAroJibl  HAa3bIBAKOTCS
(bpazoBeiMHK): 10 O ON - mpooIDKaTh, t0 CroSS OUt — BBEIYEPKHYTH, to call
back — nepe3BanuBars.

[To 3HaYEHUIO U BBIMTOIHICMOH B MPEITI0KCHUN (PYHKITHH TIIaroJIbl
JETSATCS Ha:

BHameHatenbHbIe/cMbIcOBBIC (NOtional VVerbs)

Y 3HaMeHaTeNbHBIX TJIarojioB €CTh COOCTBEHHOE JICKCHYECKOE
3HAa4YCHUE, OHU (PYHKIIMOHUPYIOT B KaYeCTBE WICHOB IMPEUIOKEHUS U
MOTYT OBITh TPOCTO CKa3yeMbIM. BoJibIias 4acTh aHMIMHCKUX TI1arojioB
OTHOCHUTCS K IaHHOU Tpymre. -

Bcnomorarensusie (Auxiliary Verbs)

['marosiel 3TOM TPYIIBI CBOCTO 3HAYCHUS HE UMCIOT, OHU CITy)KaT
U1t 00pa30BaHMs aHATMTHUECKUX II1aroibHbIX popM. K Takum riarogam
otHocsared be, have, do, shall, should, will, would.
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MoansHbIe MIArojbl B aHIIMHACKOM SI3BIKE OTHOCSTCS K OCOOOH
rpynne miarosioB. OHM 0003HAYalOT BO3MOXKHOCTH, CHOCOOHOCTB,
HE0OXOTMMOCTh U BEPOSTHOCTh COBEPIIICHUS ACHCTBUS.

MopanbpHble TIIAarojbl B aHIIIMKWCKOM SI3bIKE HE YIOTPEOISIOTCS
CaMOCTOSITENIFHO, @ B COYETAaHHMH C WH(OUHUTABOM OCHOBHOTO
CMBICJIOBOTI'O IVIaroja, ocjie HUX He CTaBUTCS YacTula to (MCKIII0YeHHE
cocrapisieT ought).

I can do it. - I mocy coenamo smo.

You ought to be there. - Bam ciedyem bvimo manm.

Imaronsl can w may wMmelOT ¢GOpMy HACTOSIIETO BPEMEHU U
npoueamero could, might. ITnaronsl must, ought u need uMer0T Gopmy
TOJIBKO HACTOSIIETO BPEMEHH.

MoaJibHbIE TJIarojibl B aHITHHCKOM SI3BIKE UMEIOT OJTHY (hOopMY JIIst
Bcex JHIl W uucel. BompocutenbHas ¢opma oOpasyercs 06e3
BCIIOMOTrareabHbIX IaronoB. OtpunarensHas ¢opma obpasyercs mnpu
IIOMOIIY YaCTUIIEI Not.

I cant do it. - A ne mocy smoeo coerame.

May [ use your phone? - Moey s 6ocnonv3osamvcs 6auuM

meneghorom?

OCHOBHBIC 3HAYCHHSI MOJJAJIHHBIX IJIAr0JIOB ¥ X SKBUBAJICHTOB

[maronsl  [3HaueHue [ Ipumepsl
CrmocoOHOCT®, HaBbikH, Kate can speak English well.
YMEHUS I could skate well when I was

little.
[Ipocb0a, paspericHne Could you help me? — I'm afraid
[ can’t. ’'m busy.
You can use my mobile if you
can need it.

(could) |OObexTHBHas You can always go to the school
BO3MO>KHOCTh library if you need a book.
HeyBepeHHOCTh, COMHEHHE

Can she be so young?
She could have written this letter.
HeseposTHOCTb He can t have done it.
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Yrpex He could be more generous to his
mother.
You could have called us.

DopmasibHas mpock0a,
[pa3penieHme May 1 come in? - Yes, you may.
You may take my pen.
may [Ipeamonoxenne [t may start raining soon.

(might)  Vmpek, coBeT (TosbKO might)
You might help us, you’re quite

free now.
'You might have told us about it.
O06s13aHHOCTb, nonr,[You must do it immediately. Must|
HEOOXOIMMOCTh we learn it by heart?
must Ctporwii 3ampeT You mustn t go there.
'YBEpEeHHOCTh It must be cold outside. You must|

have made a mistake.

Oo0pa3oBaHue BpeMEeHHBIX (DOPM B AHIJIMIICKOM SI3bIKE

Tpu Tpymmsl BpeMEH aHTIIMIMCKOTO SI3bIKa BKIIIOYAIOT T10 YETHIPE
BHUJIOBBIX KaTETOPHH:

Simple — mpocToe Bpems;

Continuous — mIUTEIbHOE BPEMS;

Perfect — coBepiiieHHOE BpeMms;

Perfect Continuous — IMTEIbHOE COBEPIICHHOE BPEMSI.

Kaxmplii  Buj — mpeamojaraeT — ymnoTpeOleHHWEe — TJIarojioB B
COOTBETCTBYIOLIEN (hopMe.

B nmpuBeneHHON HWwKe TabnuIle IPEACTaBIECHBI BCE BpeMeHa
AHTJIMHMCKOTO SA3bIKa M UX BHIIOBBIE KATETOPHH.

Kamezopusa  Hacmoswee Ilpowinoe byoywee

Simple I write | read He will write
scientific scientific scientific
articles every articles last articles next
month. month. month.
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Kameeopua  Hacmosawee IIpowinoe byoywee

Continuous  I'm writing a | was reading  They will be
scientific programming  reading
article now. book at 7  programming
o’clock book at 8
yesterday. tomorrow.
Perfect | have written | had read the He will have
a  scientific  programming  finished by 7
article yet. book by am.
Friday
Perfect | have been He had been  Next September
Continuous  [Wfifing for 5 reading for 5 they will have
hours hours when  been living in
she came  Moscow for 4
home years.
Grammar

Passive Voice

Ecin momexaiiee caMo MpoOU3BOIUT JCHCTBUE, TO MBI HCIIOIb3yeM
IJ1aroJi B IGWCTBUTEIIBHOM 3aJiore (active voice):

IlaccuBHbIii 3amor (passive voice) - 3TO0 Korma B pOJH
MOJUIeKAIIEr0 00BEKT, HaJl KOTOPBIM OBLJIO IIPOU3BEICHO JICHCTBHE:

The letter was written (by him) last week.

IMaccuBHBII 3a70r B aHIIMICKOM SI3bIKE YIOTPEOISETCSI B TeX
CIIy4asix, KOTJIa HEWU3BECTHO, HEBAXXHO WIIM SICHO W3 CHUTYalllH, KTO
MIPOU3BEN ACUCTBUE:

Students are asked not to smoke. My bike has been stolen!

My Jones will be arrested. The box was opened with a knife.

Ecimu MBI XOTHM TOMYEPKHYTH KTO HWCIOJHUTENb JCUCTBUS, TO
HCIIONB3YEM Mpeasior by:
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He was asked about the accident by the police yesterday.

Ecmu  pelicTBHMEe OCYHIECTBISETCS MpPH IOMOIIM KaKOTro-JIMOO
npeaMera, HHCTPYMEHTa, MaTepralia, TO UCIONb3yeTcs mpeior with:

The streets are covered with snow.

Buumanue! Tonbko nepexosHblie 11aronsl (Y KOTOPbIX MOXKET ObITh
JornoyiHeHue (00BbEKT) yIoTpeOsSIOTCS B TACCUBHOM 3aJI0Te.

They sent the letter. The letter was sent.

They arrived late. (Henb3sl yIIOTPEOUTH B ITACCHBHOM 3aJI0T€)

[marosel ¢ AByMS JOTIOTHEHUSIMU MOTYT O0pa30BBIBATh ITACCUBHBII
3aJI0T IByMsI CITIOCOOaMMU:

They sent me the letter. (active voice)

I was sent the letter. The letter was sent to me. (passive voice)

I'maromsl, KoTOpBIE 0003HAYAIOT COCTOSIHUE JIMIIA WM TPEIMETa, a
HE JICWCTBUE WM TIPOIECC, He YMOTPeOIAsI0TCH B TTACCHBHOM 3aJIore:
have, resemble, become, fit, suit, lack n npyrue.
®opMBI TAaCCUBHOTO 3ajiora 00pasyroTcs mo cxeme: to be +V3. rine
to be - BcriomorarenbHBIN TIIarojl, KOTOPBIN CTaBUTCS B HY)KHYIO opmMy
(m3MeHnsiemas 9acTh), a V3 (CMBICIIOBOH T71aroii) BCErlia CTOUT B TPEThEH
dhopme (HeusmMeHsIeMast 4acTh ).
Bpemena naccuBHOro 3ajora

Bpems Cxasyemoe [Ipumep

Present Simple |am/is/are It is written by Sam. - 2310
HanrcaHo CamMoM.

Past Simple was/were It was written by Sam
yesterday. - TO0 OBLIO

+ written [Hanucano CaMoMm Buepa.

Future Simple  |will be
It will be written by Sam

tomorrow. - DOto Oyaer
HarnrcaHo C3MOM 3aBTpa.
Present am/is/are L+ bein It is being written by Sam
Continuous ) gnow. - Oro nutrerca CamoM
written .
celfuac.
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Past Continuous [was/were
It was being written by Sam
at 10 a.m. yesterday. -

OJto  nucanock  Camom
Buepa B 10 yTpa.

Future HE CYIIECTBYET
Continuous,

Future Perfect

Continuous

Present Perfect |have/has It has just been written by
Sam. - DTO OBUIO TOJBKO
4TO HAanmucaHo CaMoM.

Past Perfect had It had been written by Sam

before I came back.

+ been- DTo OBUIO HaIKCaHO
written |CamoM 10 TOro, kKak s
BEPHYJICS.

Future Perfect will have
[t will have been written by
Sam by the end of July. -
Jto  Oyger — HalMCaHO
C5MOM K KOHITY HIOJIS.

Orpuuarensnass ¢opmMa riaroja B TIaCCUBHOM  3ajiore
o0pasyeTcs ¢ MOMOIIBIO YaCTUIIBI NOt, OHA CTOUT 32 BCIIOMOTaTeJIbHBIM
[JIaroJiom:

Jli1sa 0Opa3oBaHUs BONPOCUTEIbHOIO MPeIJI0KEeHUS B TACCUBHOM
3aJ0re  MEpBbIM  BCIOOMOTaTeNbHBIM  [JIaroil  CTaBUTCS  Mepen
TOJITEKAIIIHIM.

Oco0eHHOCTH MOPSAIKA CJI0B B AHTJIMIICKOM fI3bIKe
B anrnuiickom si3b1ke 0oliee CTpOrHil MOPSIOK CIOB, YEM B PYCCKOM.
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B yTBEpauTENBHOM IPEAIOKEHUN UCIIOJIB3YETCS MIPSMON IOPSAIOK
cioB. Cxema cienyromas: Ioyiexaliee, ckazyeMmoe, J0N0JHEHUE (ecau
€CTh).

Homnexaniee Cka3yemoe Jonosnenune
I see you

A BUIICY meos.

We bought a computer
Mui Kynuiau KOMnblomep
Mark will help them

Mapk nomoocem UM

B orpuniatensHOM MpeIoKeHUU MOPSI0K CI0B Takou ke. PazHuia
B TOM, 4YTO B OTPHUIATEILHOM MPEIIOKEHUH HCIIOIB3YETCS
oTpuIaTeNbHas yactuia NOt u Bcrmomoratensubiii riaroa (will, do, be,
have).

IToaekamee Cka3zyemoe JlonoaHenne

I will not tell the truth

A He paccKkaxcy npasoy

We do not help rich people

Mpur He nomozaem 602617’}’1blM
JMI00AM

MecTo onpezneneHus

VY ompeneneHusi HET YeTKO 3a(pUKCHPOBAHHOTO MECTa B MPEUIOKECHHH,
OHO MOJKET CTOATH MPH JIIOOOM OINpPEAeTIEMOM UM CYIIECTBUTEIHHOM,
HanpuMep:

| see anewcomputer — 5 By HOBBIM KOMIblOTEp (NEW —
OTIpEJICIICHHE),
My friend will help me. — Mot apyr mHe mnomoxer (My —
oTpesieNieHUE).

KocBennoe AOMOJTHCHME MOXET HAXOOUTHCA OO0 WM ITOCIIE IPAMOIO
JOITIOJTHCHMUA.

Kak IpaBHJI0, KOCBCHHOC NOIIOJHCHUC HAXOJAUTCA I[O npsaMoro —
B 3TOM CJIy4dac nmpcJIor nepei KOCBCHHLIM JOIMOJIHCHUCM HC HYKCH.
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IHopuiexamee Ckazyemoe Kocsennoe IIpsimoe
JOTIOJIHEHH e JAOTOJIHEHH e

I sent my sister a message

A omnpasu Moetll cecmpe coobwenue

KocBennoe nomoigHeHHE MOXET HaXOAUTHCS TOCIE MPSIMOTO — B
3TOM CJIy4ae UCIob3yeTcs npeyior to.

Momnexaniee Cka3yemoe IIpsimoe Kocsennoe
JOTIOJIHEHH e JAOTOJIHEHH e

I sent a message to my sister

A omnpagu coobuenue Moell cecmpe

MecTo 00CTOSITENTECTBA, BRIPAKCHHOTO HAPEYUEM
OO0cTrosTeNNbCTBO 00pa3a JIEHCTBUS pacriojiaraeTcs Mociie riaroya, eciu
OH HETIEPEXOHBIN, TO €CTh HE TPEOYIONINIA TTOCIe ce0s JOTTOTHEHUSI.

IToaeskamee Ckasyemoe O0cTOATEILCTBO
He typed slowly
On nevama MEONEHHO

OOCTOATEIBCTBO MeCTa
HaXOI[SITCH IIOCJIC IPAMOI'0 JOIMOJIHEHUS NI CKa3yEMOTIO.

IToaaesxkalnee Cka3yemoe Ipsimoe O0CTOATEILCTBO
OO THEeHH e

I need that machine here

MHe HyOfceH amom CmaHOK 36€Cb

OO6cTOoATENBCTBO BPEMEHH

OOcCTOATENbCTBO ~ BPEMEHM  OOBIYHO  paclojlaraercs B KOHIIE

MPEUIOKEHUSI.

Hopnexamee | Cxazyemoe | Kocs. IIpsimoe Odcr.
JOTOJIHEHHe | I0N0JTHEHHE | BpeMeHHU
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I will tell you the story tomorrow
A pacckaxcy | mebe ucmopuio 3a6mpa
Maria didn’t see you yesterday
Mapus He sudend meos. suepa
OHO MOXET HaxOJUThCS U B HavaJIe.
Odcr. Monnexa | Cka3zyeMoe Kocs. IIpsimoe
BpeMeHU mee JIOTIOJTHEHHE | 10MOJIHE
HHE
Tomorrow | | will tell you the story
3asmpa 5 pacckaxcy mebe ucmopuio
Yesterday | Maria didn’t see you
Buepa Mapus He gudend meos.

O6cTrosTenbCcTBa BpeMeH!, 0003HaYaIoIIe YaCcTOTy JeHCTBUS
Oco0pr1ii citydaii — 00CTOsATETHCTBA, 0003HAYAIONINE YaCTOTY JCHCTBUS,
nanpumep: always (Bceraa), seldom (peaxo), usually (o6srano), never

(HUKOT/1A).

1. B mnpemnoxenusx 6e3 rmaroma t0 be B cocraBe ckasyemoro
«4aCTOTHBIE» 0OCTOATEIHCTBA PACIIONIATAIOTCS MEPE CKa3yeMbIM.
IToaeskamee O0cTOATEILCTBO Cka3zyemoe Jlonosnenne
Helen rarely needs help

Xenen pedko HYJiICHA nomoulb

I often read newspapers
A yacmo qumaro 2aszemasl

2. Eciu ckasyemoe BKJIrouyaet riaroi t0 be B ogHO#M U3 mpocThix Gopm,
TO ecTh 0e3 BCIIOMOTraTeNbHOTO TIJarojia, OOCTOSTENBCTBO CTABHUTCS

ITOCIJIE to be.
Moauexamiee Cka3syemoe to be | O6crosTeabcTtBo | OO0cT.
MecTa
We are usually here
Mot 00bIYHO 30ecw
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3. Ecnu ckazyemMoe HCIob3yeTcs B CIOKHOM (popMe (BCIOMOTaTeNIbHBIN
rjaaroi + raaroy, B ToM yucie t0 be), o0CTOATENbCTBO CTOUT MEXIY
BCIIOMOraT€JIbHbIM 1 OCHOBHBIM I'JIar OJIOM.

Monnexa | Bcmomorare | OocrositesbeTBO | OcHOBHOM | lomoa

mee JILHBII rJ1aroJ HeHHe
rJ1aroJi

I will always remember | you

A 0y0y 6ce20a NOMHUMb meos.

D10 Kacaercs ¥ MpeJUIoKEeHHi ¢ riaroyioM to be B cioxHoit Gpopme (TO
€CTh «BCIIOMOTaTeJbHBII riaron + to bey).

IMopnexka | Bcmomorare | OocrosteaberBo | OcHoBHoii | O0cTO
miee JbHBIA rJ1aroJa ATEJNbC
rJiaroJi TBO
MecTa
We have never been abroa
d
Mui HUK020A He Oblau 3a
epanu
yeti
This house | will always be here
Omom 6ceeoa b6yoem 30ech
oom
[Topsa0K CITOB B BOIPOCUTEIBHOM MPEIOKECHUN
B BompocuTenbHOM — TPEAJIOKEHHH  BCIIOMOTATEIbHBIA  TJIaroJi
BBIHOCHUTCS B HAYAJIO IIPCUIOKCHMUSI.
Benomorareasnbiid | Ilognexkamee | OcHoBHOI JlomosiHeHnEe
rJIaroJi rJ1aroJi
Do you need my
assistance?
Bawm HYICHA Mo
nomowb?
Did your brother pass the exam?

211




| | Teoii 6pam | coan oK3amen?

[Mopsiiok CIOB B MPUAATOYHOM IMPEIOKECHUH (B CIOKHOIOAYHHEHHOM
MIPEIOAKEHUH )

B npuaato4yHbIX NpeIoKEHUAX NOPSIO0K CIIOB IPOCTON — TaKOU JKe KaK
B YTBEPIUTEIBLHOM,

| know where you live. — 4 3Hat0, rie ThI )KHBEIIIb.

| don’t know where you live. — {1 He 3Hat0, T/Ie ThI )KUBEIIIb.

Do you know where | live? — TeI 3Hae1b, T1¢ 51 KUBY?

I[J'If[ HarJagAHOCTH NPECACTAaBJIIO MMPEAJIOKCHUA B BUIC Ta6J'II/IHI)II

OcHoBHast yacTh Coro3 IIpunarounoe
NnpeAJIoKeHne

| know where you live

I don’t know where you live

Do you know where I live?

Yacras ommOKka 3aKIOYaeTcss B TOM, YTO B YacTH MPETOKEHUS,
HAYMHAIOIIEHCsT Ha COIO3bI (B JAaHHOM ciydae 3To coro3bl) Who, why,
when,  where cioBa nmepecTaBsifOT, KaKk B BOIPOCUTEIbHOM
IPEJUIOKEHUH.

Henpasuabno: I don’t know why did she call me.

Ipasuasno: I don’t know why she called me.

OcobeHHO YacTo TaKk OMmHMOAITCS B CIOXHOIMOTYMHEHHBIX
BOIIPOCHUTEIIBHBIX MPEIUIOKEHUAX. B TakoMm citydae oOpaTHBIN MOPSIOK
CIIOB JIOJKEH OBITh TOJIBKO B OCHOBHO# uacTu (DO you know), Ho He B
npugarounoi (where I live).

Henpasuabsno: Do you know where do | live?

IpasuabHo: Do you know where | live?

HenpaBuabno: Do you know who was it?

IpasuabHo: Do you know who it was?
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